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SOUNDINGS
This front section of the Journal includes acoustical news, views, reviews, and general tutorial or select-
ed research artcles chosen for wide acoustical interest and written for broad acoustical readership.

ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

Malvin C. Teich to receive IEEE Leeds Award

Malvin C. Teich, professor of electrical & computer engineering, bio-
medical engineering, and physics at Boston University, has been named the
1997 recipient of the IEEE Morris E. Leeds Award by the Institute of Elec-
trical and Electronics Engineers, Inc. This award recognizes Teich for out-
standing contributions to electrical measurement using infrared and nonlin-
ear heterodyne detection. He received the award at the 1997 Lasers and
Electro-Optics Society Annual Meeting on 10 Nov. 1997 in San Francisco.

Teich joined the faculty of Boston University in 1995. He is director of
the Quantum Optics Laboratory and a member of the Center for Photonics
Research. He is also professor emeritus of engineering science and applied
physics at Columbia University.

Teich earned a bachelor’s degree in physics from MIT, a master’s in
electrical engineering from Stanford University, and a doctorate from Cor-
nell University. He is the author and co-author of more than 200 technical
publications and holds one patent. He is a Fellow of the Acoustical Society
of America, the IEEE, the Optical Society of America, the American Physi-
cal Society, and the American Association for the Advancement of Science.

Teich’s previous awards include the IEEE Browder J. Thompson Me-
morial Prize, a Guggenheim Fellowship, and the Memorial Gold Medal of
PalackýUniversity in the Czech Republic.

INCE announces noise meetings and
seminars

The Institute of Noise Control Engineering~INCE! has announced that
an 8-pageInvitation to Participateat NOISE-CON 98 is available. NOISE-

CON 98, the 1998 National Conference on Noise Control Engineering, will
be held at the Ypsilanti Marriott at Eagle Crest Conference Resort in Ypsi-
lanti, Michigan on 5–8 April 1998. NOISE-CON 98 is being organized in
cooperation with the Society of Automotive Engineers; it will open with a
reception on Sunday evening, 5 April. The theme of NOISE-CON 98 is
Transporting Noise Control to the 21st Century; Planning for a Quiet Fu-
ture.Many papers will be devoted to transportation noise control, but papers
in all areas of noise control engineering will be presented.

The Invitation to Participatealso contains information on the 1998
Sound Quality Symposium, SQS 98, which will be held at the same hotel on
9 April. A joint registration fee for both NOISE-CON 98 and SQS 98 is
available.

Two seminars will be held in conjunction with NOISE-CON 98 at the
same hotel; both seminars will be held on 3–4 April. Andrew S. Harris, Carl
E. Hanson, and Christopher W. Menge of Harris Miller Miller and Hanson
will present a seminar titledRecent Developments in Transportation
Noise. J. Stuart Bolton of Purdue University will present a seminar titled
Noise Control Materials: Properties and Effective Use.

Printed copies of the two seminar flyers and theInvitation to Partici-
pateare available from the Institute of Noise Control Engineering, P.O. Box
3206, Arlington Branch, Poughkeepsie, NY 12603. Telephone:~914! 462-
4006; Fax:~914! 463-0201; E-mail: INCEUSA@aol.com. Those with ac-
cess to the Internet will find all of the information by connecting to:
http://users.aol.com/noiseconf/invite98.html

Regional Chapter report
Madras, India Chapter: On the joyous occasion of the formation of

the Madras Chapter~MIRC! by ASA, Officers of MIRC honored D. Srini-

Walter L. Clearwaters—For contribu-
tions to submarine sonar development.

Andrew S. Harris—For contributions
to airport noise analysis.

Marjorie R. Leek —For contributions to
complex sound perception by the hear-
ing impaired.
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vasan, first chair of organizational meeting, as an honorary member of the
chapter~see Fig. 1!. Twenty-four papers including 3 invited papers were
presented in the third technical sessions at Goa. Four best student paper
awards were given in technical sessions. Six awards were presented to the
secondary level students at the Fair out of the 15 projects received by the
chapter. More than 40 participants attended the meeting.

Credit goes to B. Chakraborty and C. S. Murty for the successful third
technical sessions at Goa, Western part of India. The chapter would like to
widen its base to include all of India.

HARI S. PAUL
Secretary

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

1998
5–8 April NOISE-CON 98, Ypsilanti, MI@Noise Control Founda-

tion, P. O. Box 2469, Arlington Branch, Poughkeepsie,
NY 12603, Tel.: 914-462-4006; Fax: 914-463-0201; E-
mail: noisecon98@aol.com; WWW: users.aol.com/
noisecon98/nc98–cfp.html#.

4–7 June 7th Symposium on Cochlear Implants in Children, Iowa

City, IA @Center for Conferences and Institutes, The
University of Iowa, 249 Iowa Memorial Union, Iowa
City, IA 52242-1317, Tel.: 800-551-9029; Fax: 319-
335-3533#.

20–26 June 135th meeting of the Acoustical Society of America/
16th International Congress on Acoustics, Seattle, WA
@ASA, 500 Sunnyside Blvd., Woodbury, NY 11797,
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org, WWW: http://asa.aip.org#.

26 Jun–1 July International Symposium on Musical Acoustics, ISMA
98, Leavenworth, WA@Maurits Hudig, Catgut Acousti-
cal Society, 112 Essex Ave., Montclair, NJ 07042, Fax:
201-744-9197; E-mail: catgutas@msn.com, WWW:
www.boystown.org/isma98#.

7–12 July Vienna and the Clarinet, Ohio State Univ., Columbus,
OH @Keith Koons, Music Dept., Univ. of Central
Florida, P.O. Box 161354, Orlando, FL 32816-
1354, Tel.: 407-823-5116; E-mail:
kkoons@pegasus.cc.ucf.edu#.

9–14 Aug. International Acoustic Emission Conference, Hawaii
@Karyn S. Downs, Lockheed Martin Astronautics, PO
Box 179, M.S. DC3005, Denver, CO 80201, Tel.: 303-
977-1769; Fax: 303-971-7698; E-mail:
karyn.s.downs@lmco.com#.

13–17 Sept. American Academy of Otolaryngology—Head and
Neck Surgery, San Francisco, CA@American Academy
of Otolaryngology—Head and Neck Surgery, One
Prince St., Alexandria, VA 22314, Tel.: 703-836-4444;
Fax: 703-683-5100#.

12–16 Oct. 136th meeting of the Acoustical Society of America,
Norfolk, VA @ASA, 500 Sunnyside Blvd., Woodbury,
NY 11797, Tel.: 516-576-2360; Fax: 516-576-2377; E-
mail: asa@aip.org, WWW: http://asa.aip.org#.

1999
15–19 March Joint meeting: 137th meeting of the Acoustical Society

of America/Forum Acusticum@Acoustical Society of
America, 500 Sunnyside Blvd., Woodbury, NY 11797,
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

27–30 June ASME Mechanics and Materials Conference, Blacks-
burg, VA @Mrs. Norma Guynn, Dept. of Engineering
Science and Mechanics, Virginia Tech, Blacksburg,
VA 24061-0219, Fax: 540-231-4574; E-mail:
nguynn@vt.edu; WWW: http://www.esm.vt.edu/
mmconf/#. Deadline for receipt of abstracts: 15 January
1999.

FIG. 1. Chapter officers present D. Srinivasan with honorary membership in
the Madras, India Regional Chapter of ASA~l–r!: B. Chakraborty~Presi-
dent!, C. P. Vendhan~Treasurer!, D. Srinivasan, S. Suresh~Vice President!,
Hari S. Paul~Secretary!.
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OBITUARIES
This section of the Journal publishes obituaries concerning the death of Fellows of the Society and
other acousticians eminent in the world of acoustics. When notified, the Editor-in-Chief solicits a
summary of the person’s life and contributions from an ASA member thoroughly familiar with the
details, if possible. If a promised obituary is never received, a brief obituary notice may be published
later.

William Ranger Farrell • 1926–1997
William Ranger Farrell, a Fellow of the Society, and one of its highly

creative members in architectural acoustics, died on 16 February in Mystic,
Connecticut. For many years he had struggled valiantly against the debili-
tating effects of a stroke~partial paralysis and aphasia! that had ended his
consulting career at its peak in 1976.

He spent his early years at the Perkins Institute for the Blind in Wa-
tertown, Massachusetts, where his father was the Director. After graduating
in 1943 from Cambridge’s Brown and Nichols School he joined the US
Navy Officer Training Program at Brown University. After World War II he
entered MIT’s School of Architecture, receiving his professional degree in
1951. His career in acoustics began in 1953, when he joined the pioneering
acoustical consulting firm of Bolt Beranek and Newman~BBN!, after being
captivated by the lectures of Professor Robert Newman at the MIT School
of Architecture. He often worked with world-famous architects as clients,
including Eero Saarinen, Minoru Yamasaki, Philip Johnson, and I. M. Pei.
He convinced two of his MIT classmates~Bill Cavanaugh in 1954 and
Parker Hirtle later! to join him at BBN. Ranger developed many consulting
projects with New York City architects and BBN opened a branch office
there. He headed the New York office until 1965, then left to teach at the
Parsons School of Design and to form the firm of Ranger Farrell Associates
in Tarrytown, New York, where his enthusiasm for acoustical consulting
flourished. He continued consulting on internationally prestigious projects,
and to produce ideas for acoustical products and devices for creating better
acoustical environments. One example was the invention of a flow-resistive
sound-absorbing fabric, which now is widely used to reduce noise and re-
verberation in air-supported structures, especially sports facilities.

Throughout his consulting career Ranger presented and co-authored
many technical papers in architectural acoustics. He also taught acoustics
courses at architectural schools at Rhode Island School of Design, Yale
University, and Cooper Union. Ranger was able to persuade clients to fund
acoustical research in areas where adequate criteria and practical solutions
to problems were sorely needed. For example, he convinced a major acous-
tical materials manufacturer that their products needed to solve the common
problem of inter-office acoustical privacy. The result was their sponsorship
of pioneering speech privacy research at BBN, which produced more accu-
rate speech privacy criteria and unique design tools for solving speech pri-
vacy problems in buildings. The work was reported in a paper entitled
‘‘Speech Privacy in Buildings’’@J. Acoust. Soc. Am.34, 475–492~1962!#,
which Ranger co-authored with colleagues Cavanaugh, Hirtle, and Watters.
This landmark paper was subsequently published in the ‘‘Benchmark Papers
in Acoustics.’’

Ranger had married Helena Fenn in 1946, and she was his constant
companion, business partner, and speech therapist after his stroke until her
death in 1983. During Helena’s illness Ranger faithfully took her to cancer
therapy at the Massachusetts General Hospital. Later he found fulfillment as
a research volunteer for a long-term MIT/MGH stroke research program at
MGH’s neuropsychology laboratory. Dr. Hildebrandt and her research staff
marveled at his perseverance and contributions to the research program
despite his severe speech communication handicap.

Ranger is survived by two daughters, Debra Dolinski of Como, Italy,
and Suzi Peck of Sharon, Massachusetts, and four grandchildren. A family
memorial service was held in the summer of 1997 in Mystic, Connecticut.
Ranger will be missed by his friends and professional colleagues.

WILLIAM J. CAVANAUGH
PARKER W. HIRTLE

Harold Frederick Schuknecht • 1917–1996
Harold Frederick Schuknecht, M.D., a Fellow of the Society, Professor

Emeritus of the Department of Otology and Laryngology at Harvard Medi-

cal School, and Chief Emeritus of the Department of Otolaryngology at the
Massachusetts Eye and Ear Infirmary, died on 19 October 1996. He was a
world renowned clinical otologist, otopathologist, teacher, and scholar.

Dr. Schuknecht was born 10 February 1917 in South Dakota. After
undergraduate training at the University of South Dakota he graduated from
the Rush Medical College in Chicago in 1940. He served a one-year intern-
ship at Mercy Hospital in Des Moines where he met his wife, Anne Bodle.
Then he served as a flight surgeon with the 15th Air Force in the Mediter-
ranean Theater in World War II. He was awarded the Soldier’s Medal for
heroism. He then completed his residency training at the University of Chi-
cago Clinics in 1949.

As a faculty member at the University of Chicago School of Medicine
his clinical activities were largely confined to head and neck surgery and
endoscopy. In 1951 he shared first prize for an exhibit on the surgical man-
agement of carcinoma of the paranasal sinuses. His paper on maxillectomy
is still a classic. In 1953 he became Associate Surgeon at the Henry Ford
Hospital in Detroit where he pursued basic scientific investigations into the
pathophysiology of deafness. In 1961 he became Chair of the Department of
Otology and Laryngology at Harvard and Chief of Otolaryngology at the
Massachusetts Eye and Ear Infirmary. He was among the first surgeons in
the United States to perform the modern stapedectomy procedure. The
equipment he designed for mastoid tympanoplasty is still in wide clinical
use.

Dr. Schuknecht was an accomplished investigator in anatomy, physi-
ology, and pathology of the ear. His research included determination of
auditory thresholds in experimental animals and the use of behaviorally
conditioned animals in a series of classical experiments, including the study
of traumatic hearing loss, and the behavioral effects of partial section of the
auditory nerve. The principal focus of his research work at Harvard was the
importance of the underlying anatomy of the ear to understanding the pa-
thology of the ear. It can be said that Dr. Schuknecht reestablished the
histologic and scientific basis for modern medical and surgical otologic
intervention, based on his lifelong study and documentation of human tem-
poral bones. His contributions to this area are many, but of particular inter-
est were studies of otosclerosis, Meniere’s disease and other vestibular dis-
orders, and presbycusis. The second edition of his magnum opus,Pathology
of the Ear, was completed in 1993 and will remain a classic in otopathology,
and at the same time provides fundamental information for every otologic
surgeon. His scholarly career includes the publication of over 300 original
articles, editorials, and reviews, and seven books devoted to anatomy, pa-
thology, and surgery of the ear.

In addition to his clinical expertise, Schuknecht was a willing and
gifted teacher. His temporal bone collection established at the Massachusetts
Eye and Ear Infirmary now contains over 1500 sets of well-documented
specimens. This collection and his willing expert mentorship attracted resi-
dents and postgraduate students from many nations. Students honored him
in 1973 by the establishment of the International Otopathology Society, also
known as the Schuknecht Society. The Society has more than 120 members
from 30 countries who meet in scientific sessions every three years.

Dr. Schuknecht is survived by his wife, Anne; his daughter Judy Bur-
ness of Santa Rosa, California; his son Jim of Seattle, Washington; and two
grandsons, Alexander and Nathan Schuknecht.

Medicine in general and the specialty of otology in particular has lost
a giant, and many of us have lost a marvelous colleague and good friend.
Through his meticulous writings and scientific collections and the training
of hundreds of fellows, residents, and students, his clinical and scientific
contributions will continue to influence scientific inquiry and the practice of
otology.

~from information provided by!
JOSEPH B. NADEL, JR., M.D.
Harvard Medical School
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5,672,830

43.35.Yb MEASURING ANISOTROPIC
MECHANICAL PROPERTIES OF THIN FILMS

John A. Rogers et al., assignors to Massachusetts Institute of
Technology

30 September 1997„Class 73/597…; originally filed 4 October 1994

‘‘Anisotropic mechanical properties of thin films are measured by ex-
citing time-dependent waveguide acoustic modes in the thin film sample
with a pair of excitation pulses from an excitation laser. The waveguide
acoustic modes are then optically detected by diffracting a probe laser beam
off the excited modes. The probe beam is detected to generate an electronic
signal. The anisotropic moduli and related properties in the film are deter-
mined by analyzing the electronic signal using a mathematical inversion
procedure.’’—DWM

5,676,015

43.35.Zc CAVITATION CONTROLLED ACOUSTIC
PROBE FOR FABRIC SPOT CLEANING AND
MOISTURE MONITORING

Shuh-Haw Sheenet al., assignors to The University of Chicago
14 October 1997„Class 73/73…; filed 6 September 1994

‘‘A method and apparatus are provided for monitoring a fabric. An
acoustic probe generates acoustic waves relative to the fabric. An acoustic
sensor, such as an accelerometer is coupled to the acoustic probe for gen-
erating a signal representative of cavitation activity in the fabric. The gen-

erated cavitation activity representative signal is processed to indicate mois-
ture content of the fabric... . A feedback control signal is generated respon-
sive to the generated cavitation activity representative signal. The feedback
control signal can be used to control the energy level of the generated
acoustic waves and to control the application of a cleaning solution to the
fabric.’’—DWM

5,675,655

43.38.Hz SOUND INPUT APPARATUS

Shinichi Hatae, assignor to Canon Kabushiki Kaisha
7 October 1997„Class 381/26…; filed in Japan 28 April 1994

The patent shows a sound input apparatus employing a microphone
system having a mid microphone facing forward and two side microphones

facing sideways. The objective of the system is to obtain a relatively narrow
forward pickup pattern to reduce the effects of ambient noise.—SFL

5,659,157

43.38.Ja 7TH ORDER ACOUSTIC SPEAKER

Daniel W. Shulte, Santa Rosa, CA
19 August 1997„Class 181/156…; filed 21 March 1995

A loudspeaker is mounted in opening10. All of the other tubes and
vents connect chambers with other chambers or with the outside world. If
everything is juggled just so, the frequency response has the shape of a
triple-tuned bandpass filter. The patent document includes comparative mea-
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surements showing that, over the same low-frequency range, the output of
the Shulte design is about 6 dB greater than that of a popular commercial
bandpass loudspeaker.~The patent says 9 dB, but not the way I interpret the
curves.! Since the internal volume of the larger box is about 4.25 times that
of the smaller, the difference in efficiency is to be expected.—GLA

5,664,024

43.38.Ja LOUDSPEAKER

Akihiro Furuta et al., assignors to Matsushita Electric Industrial
Company

2 September 1997„Class 381/199…; filed in Japan 25 April 1994

The patent describes a sophisticated loudspeaker design having a ra-
diating surface that is an edge-driven vault-shaped diaphragm. Numerous
variations and practical details are analyzed in relation to measured
performance.—GLA

5,606,289

43.38.Lc AUDIO FREQUENCY POWER AMPLIFIERS
WITH ACTIVELY DAMPED FILTER

Robert C. Williamson, assignor to Carver Corporation
25 February 1997„Class 330/297…; filed 7 June 1995

This is an elaboration of earlier patent 5,543,753 for which this patent
is a continuation. Its main application is in audio-frequency amplifiers con-
taining tracking power supplies. An active damping control circuit moves
poles contributed by the power supply output inductor to locations away
from the right half of thes plane, where they can be compensated without
instability.—GLA

5,644,635

43.38.Si METHOD AND DEVICE FOR ECHO
CANCELLATION

Werner Armbruster, assignor to U.S. Philips Corporation
1 July 1997„Class 379/390…; filed in Germany 22 December 1994

Adaptive filters are commonly used to cancel echoes in duplex loud-
speaking telephones. Signal levels must be closely matched for the filter to
operate at its best. This short patent describes a method of automatic gain
control that operates independently of the loudspeaker amplifier, the micro-
phone amplifier, and the location of the loudspeaker relative to the
microphone.—GLA

5,657,384

43.38.Si FULL DUPLEX SPEAKERPHONE

Daniel W. Staudacher and Harbhajan S. Virdee, assignors to
Tandy Corporation

12 August 1997„Class 379/388…; filed 10 March 1995

The first part of the patent document is an excellent two-page sum-
mary of duplex speakerphone operation and adaptive filter theory. This
speakerphone ‘‘...minimizes the amount of digital signal processing required
to maintain full duplex operation by holding the signal dynamic range
within predetermined limits.’’—GLA

5,677,964

43.38.Si EARPHONE

Ming-Han Sun, Tapei, Taiwan
14 October 1997„Class 381/187…; filed 16 September 1996

The patent shows a small earphone that feeds into a cavity provided
with two outlets adapted to receive ends of a length of thin flexible tubing.
The tubing surrounds the earphone and is fitted over the auricle. Sound
expands and contracts the tubing wall to produce an audible signal.—SFL

5,680,465

43.38.Si HEADBAND AUDIO SYSTEM WITH
ACOUSTICALLY TRANSPARENT MATERIAL

James H. Boyden, assignor to Interval Research Corporation
21 October 1997„Class 381/25…; filed 5 April 1995

The patent shows an acoustical system mounted on a band around the
head. Transducers to radiate sound are positioned on opposite sides of the
head, close to the ears. Signals to the headband device are delivered from
loudspeakers that may be mounted on the shoulders or chest of the wearer.
In one version the transducers share a common enclosure and are driven 180
degrees out of phase, so that low frequencies are enhanced.—SFL

5,649,019

43.38.Tj DIGITAL APPARATUS FOR REDUCING
ACOUSTIC FEEDBACK

Samuel L. Thomasson, Gilbert, AZ
15 July 1997„Class 381/83…; filed 1 May 1995

This is a continuation of patent 5,412,734. In a public address system
or hearing aid the signal from a microphone is not only amplified but also is
mixed with an ultrasonic pulse-width-modulated version of itself before
being sent to the loudspeaker or earphone. Any acoustic feedback includes
the PWM signal which, in theory at least, can be used for electronic echo
cancellation. The previous patent relied on analog circuitry. The digital ver-
sion described here is said to be easier to adjust and modify.—GLA

5,598,478

43.38.Vk SOUND IMAGE LOCALIZATION
CONTROL APPARATUS

Yoshiaki Tanaka et al., assignors to Victor Company of Japan
28 January 1997„Class 381/17…; filed in Japan 18 December 1992

The audio processing requirements for video games can be reduced to
manageable size by restricting virtual sound images to a 180-degree lateral
arc. The apparatus expands the field to 360 degrees, using a pair of convolv-
ers in small, relatively inexpensive circuitry.—GLA
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5,602,922

43.38.Vk METHOD AND APPARATUS FOR
PROCESSING AN AUDIO SIGNAL BY SURROUND
MODES

Young-Man Lee, assignor to Samsung Electronics Company
11 February 1997 „Class 381/18…; filed in Republic of Korea 19

August 1993

A key for the appropriate surround-sound processing model~‘‘large
hall,’’ ‘‘nightclub,’’ etc. ! can be inaudibly encoded in the audio signal, and
then used by the surround-sound processor, so that the listener does not have
to make decisions, decisions.—GLA

5,604,809

43.38.Vk SOUND FIELD CONTROL SYSTEM

Hiroshi Tsubonuma and Hirofumi Yanagawa, assignors to
Pioneer Electronic Corporation

18 February 1997„Class 381/17…; filed in Japan 31 October 1994

The subjective lateral spread of artificial reverberation is enhanced by
filtering and cross-feeding signals between left and right channels.—GLA

5,633,981

43.38.Vk METHOD AND APPARATUS FOR
ADJUSTING DYNAMIC RANGE AND GAIN IN AN
ENCODER/DECODER FOR MULTIDIMENSIONAL
SOUND FIELDS

Mark F. Davis, assignor to Dolby Laboratories Licensing
Corporation

27 May 1997„Class 395/2.39…; filed 7 June 1995

The patent is a division of patent number 5,583,962. The patent dis-
closes a digital method for encoding multi-channel audio, that is, ‘‘...audibly
superior to known 4-2-4 matrix systems with enhanced decoding,’’ yet
which conserves substantial bandwidth relative to prior art discrete and ma-
trix systems. The patent document is well written, comprehensive, and will
be of interest to readers involved with digital audio.—GLA

5,682,712

43.40.Ph STEEL-RUBBER SEISMIC ISOLATION
BEARING

Zoltan A. Kemeny, assignor to MM Systems of Arizona
4 November 1997„Class 52/167.7…; filed 27 October 1995

This patent discloses ‘‘a seismic isolation bearing for bridges, build-
ings and machines with steel reinforced rubber body and external or internal
tapered steel pin uniform yielders. The pins are fixed to load plates and
intersect in mid-plate...’’ as shown. ‘‘Vertical bearing stiffness is greatly
controlled by the size of a central hole, passing vertically through the bear-

ing.’’ The tapered pins slide freely in the mid-plate holes for vertical mo-
tion, and the pins bend when the bearing deflects in shear motion. When the
lateral component of the earthquake vibrations ceases, the stiffness of the
bent pins restores the bearing and its supported structure to the original
position where the pins are centered in the holes of the mid-plate.—DWM

5,638,720

43.40.Tm VEHICLE TRANSMISSION SHIFTING
SYSTEM VIBRATION DAMPING ARRANGEMENT

Armin Weinhart et al., assignors to Bayerische Motoren Werke
Aktiengesellschaft

17 June 1997„Class 74/473 R…; filed in Germany 5 May 1994

This patent describes an arrangement for reducing the vibrations that
are transmitted from a vehicle transmission to the gear shift lever. The shift
rod that connects the lever to the transmission is made of two parallel rods
that are interconnected by two pin-and-sleeve assemblies. Vibration attenu-
ation is provided by clearance between each pin and its sleeve, and by an
elastic layer that occupies some of the clearance space.—EEU

5,654,402

43.40.Tm TURBINE BLADE VIBRATION
DAMPENING

Charles C. Cornelius et al., assignors to Solar Turbines,
Incorporated

8 July 1997„Class 416/190…; filed 10 April 1996

Each of the blades in a turbine wheel assembly in this patent has one
or more slots with a flat rectangular cross section near its outer tip. The slots
are configured to accept metal straps, so that these straps form circumferen-
tial belts. When the wheel spins, centrifugal forces push the straps outward,
enhancing the friction between the outer surfaces of the straps and the inner
surfaces of the slots. This friction, of a magnitude that can be selected in the
design processes by suitable choices of strap materials and cross-sectional
dimensions, contributes to the damping of turbine blade vibrations involving
relative motions of the blades.—EEU

5,663,943

43.40.Tm VIBRATION DAMPING SUSPENSION
MECHANISM FOR RECORDED DATA
REPRODUCING APPARATUS

Tatsuya Yanagisawa et al., assignors to Pioneer Electronic
Corporation

2 September 1997„Class 369/75.1…; filed in Japan 6 February 1992

This vibration damping support mechanism for a recorded data repro-
ducing apparatus~e.g., a CD player! allows the player to be installed in
either a horizontal or vertical position. The mechanism does so without
shifting the tensioning direction of damper springs, thus protecting the play-
back device from external vibration and shock.—CJR

5,650,853

43.40.Vn VIBRATION RESISTANT
INTERFEROMETER

Toshio Honda and Katsuyuki Okada, assignors to Fuji Photo
Optical Company

22 July 1997„Class 356/359…; filed in Japan 12 October 1994

This interferometer is intended for the accurate measurement of the
surface shape of optical elements and the like in the presence of external
vibrations and/or air turbulence. It incorporates an active system which
maintains the optical path difference between a reference light component
and an object light component at a predetermined value. An interference
fringe image is analyzed by a computer to calculate the shape of the sample
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surface or its vibration or tilt, and to generate signals to actuate PZT ele-
ments that support a reference plate.—EEU

5,660,251

43.40.Vn VIBRATION DAMPING DEVICE FOR DISC
BRAKE

Yukio Nishizawa and Hironobu Saka, assignors to Sumitomo
Electric Industries

26 August 1997„Class 188/73.35…; filed in Japan 26 May 1995

This patent describes an active vibration damping device for stopping
squeaks of a disc brake that are caused by the oscillations of the rotor. The
system works by first detecting the vibration of the disc rotor; then that
signal is used to oscillate the disc rotor~out of phase! so as to cancel out the
vibrations of the disc rotor. Thus, squeaks can be suppressed more effec-
tively than with a conventional vibration damping mechanism.—CJR

5,647,377

43.50.Gf NOISE SUPPRESSOR APPARATUS

Joe Shinabarger, Carson City, Michigan
15 July 1997„Class 128/864…; filed 19 March 1996

This patent relates to the control of coughing and sneezing noises as
they may impact the stalking of prey by a hunter. Passive acoustical treat-
ments are arranged inside an appropriately vented portable chamber into
which the hunter may cough or sneeze.—HHH

5,649,419

43.50.Gf ROTATING ACOUSTICALLY LINED INLET
SPLITTER FOR A TURBOFAN ENGINE

Larry A. Schaut, assignor to the Boeing Company
22 July 1997„Class 60/226.1…; filed 27 January 1995

The patent relates to the control of fan noise radiating forward from
turbofan engines. An acoustically treated ring is attached by struts to the
spinner of the engine, and is thus located ahead of the fan blades and near

the axis of rotation. The acoustical linings on the ring are positioned near the
source of the noise in the primary flow region and are effective in absorbing
forward-radiating fan noise.—HHH

5,650,599

43.50.Gf NOISE CANCELLATION METHOD AND
APPARATUS

Peter E. Madden et al., assignors to Northrop Grumman
Corporation

22 July 1997„Class 181/218…; filed 8 May 1995

The patent relates to noise reduction for exhaust flows such as those
from jet engines during ground testing. The exhaust flow is contained within
a diverging conduit containing both active and passive treatments for noise
control. Passive treatments are focused on the high-frequency portions of the
spectrum, whereas active noise control is aimed at frequencies below about

80 Hz. Eight loudspeaker systems may be interconnected in a multi-input,
multi-output, control scheme or incorporated in a single-input, single-output
scheme.—HHH

5,651,249

43.50.Gf EXHAUST MUFFLER STRUCTURE FOR
INTERNAL COMBUSTION ENGINE

Yoshiaki Nagaoet al., assignors to Kioritz Corporation
29 July 1997„Class 60/302…; filed in Japan 22 April 1994

This patent relates to the muffling of the exhaust noise of small inter-
nal combustion engines such as air-cooled two-cycle gasoline engines used
for mowers and chain saws. The muffler housing is designed such that it
comes apart in halves to expedite the servicing of the catalyzer element
which consists of cloth layers supported by stainless steel nets.—HHH

5,661,272

43.50.Gf ENGINE NOISE REDUCTION APPARATUS

Francesco E. Ianetti, Raleigh, North Carolina
26 August 1997„Class 181/256…; filed 27 January 1995

This patent relates to the reduction of exhaust noise of an internal
combustion engine while minimizing the back pressure on the engine. Per-

forated metal rings are spaced concentrically around a perforated conical
flow guide. Passive absorptive acoustical material~metallic or ceramic! is
inserted between the rings in such a manner as to allow the exhaust gases to
flow freely through the intervening spaces.—HHH

5,655,361

43.50.Gf SOUND ABSORBING APPARATUS FOR A
SUPERSONIC JET PROPELLING ENGINE

Kimihiro Kishi, assignor to Mitsubishi Jukogyo Kabushiki Kaisha
12 August 1997„Class 60/266…; filed in Japan 14 September 1994

This patent relates to reducing exhaust noise of a turbofan engine.
Exhaust nozzle liners consisting of vented honeycomb structures are pro-
posed for sound absorption. Provision is made for inducing low-temperature

fan discharge air through the honeycomb liners for the purpose of structural
cooling.—HHH

5,677,958

43.50.Ki ACTIVE SOUND DAMPER

Frank Juergen Lehringer, assignor to Leistritz AG & Co
Abgastechnik

14 October 1997„Class 381/71…; filed in Germany 7 July 1993

Tube11 might be an auto exhaust pipe. The noise produced at exit13
is surrounded by a correctional sound field generated by loudspeaker2. The
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coaxial configuration results in a small, efficient active noise canceller.—
GLA

5,665,943

43.55.Ev NESTABLE SOUND ABSORBING FOAM
WITH REDUCED AREA OF ATTACHMENT

Peter D’Antonio, assignor to RPG Diffuser Systems, Incorporated
9 September 1997„Class 181/295…; filed 15 June 1995

Various configurations of sound-absorbing plastic foam~cut in one or
two dimensions to mimic sine waves, saw tooth cross sections, triangular,
etc.! allow the material to be nested, increase its exposed surface area,
decrease the overall amount of material that needs to be used for a given

performance, minimize the rear surface area, which is in direct attachment to
a flat wall; provide rear air cavities~thus adding additional low frequency
absorption!, and in so doing, it is said to increase the absorptive properties
by 15% to 50%.—CJR

5,661,273

43.55.Ti SOUNDPROOF WALL

Bill Bergiadis, Valencia, CA
26 August 1997„Class 181/290…; filed 7 June 1995

This wall combines a wood wool facing~like shredded wood fiber
form board! with insulation and furring channels and studs to become a
sound insulating barrier, with a sound absorptive surface.—CJR

5,675,935

43.55.Ti DOOR SEALING MECHANISM

Chen-Yi Lin, Taipei, Taiwan
14 October 1997„Class 49/306…; filed 5 July 1995

The patent is for a movable drop sill said to be able to seal the top
and/or bottom of a door to prevent sound leakage. A flexible tip is attached
to a movable holder which, when extended, seals to the bottom sill or top
lintel around a doorway. The seal withdraws when the door is open.—CJR

5,678,364

43.55.Ti SOUNDPROOF WALL

Hiroshi Shima and Toshiyuki Watanabe, assignors to Bridgestone
Corporation

21 October 1997„Class 52/169.3…; filed in Japan 20 July 1994

The patented configuration of a sound wall~for a highway noise bar-
rier! has a ‘‘Y’’ shape with secondary branches off the primary branches of

the ‘‘Y’’ to provide additional attenuation of diffracted sound, without hav-
ing to increase the height of the wall.—CJR

5,673,328

43.66.Ts BONE CONDUCTING HEARING AID

Rudolf Wandl and Kurt Schermann, assignors to Viennatone
GmbH

30 September 1997„Class 381/181…; filed in Austria 7 October
1992

The patent shows a bone vibrator of a type that might be used in a
bone conduction eyeglass hearing aid. The magnetic system includes a per-
manent magnet, a coil, an armature, a spring holding the armature, and a
conductor button that presses against the mastoid bone. A rubber bearing
typically holds a rather stiff support spring for the conductor button in the

usual design. The patent calls for a considerably lower stiffness, not exceed-
ing 0.4 N/cm, for the support spring8 to increase the difference between the
useful signal and the spurious signal delivered to the mastoid. This permits
the size of the bone receiver to be substantially reduced without loss of
efficiency.—SFL

5,680,466

43.66.Ts OMNIDIRECTIONAL HEARING AID

Joseph Zelikovitz, Grove, OK
21 October 1997„Class 381/68.1…; filed 6 October 1994

The patent is directed toward detecting sounds in the auditory field
associated with the less sensitive ear and transmitting these detected sounds
to the more sensitive normal or partially impaired ear. The output of a
microphone at the poorer ear is supplied to a radio transmitter adjacent to
that ear, and is picked up by a radio receiver at the better ear.—SFL

5,680,467

43.66.Ts HEARING AID COMPENSATING FOR
ACOUSTIC FEEDBACK

Roy Skovgaard Hansen, assignor to GN Danavox A/S
21 October 1997„Class 381/68.2…; filed in Denmark 31 March 1992

A hearing aid with digital electronic compensation for acoustic feed-
back is shown. The circuit includes a noise generator for the insertion of
noise and an adjustable digital filter for the adaptation of the feedback sig-
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nal. The adaptation takes place using a correlation circuit that includes a
digital circuit to carry out a statistical evaluation of the filter coefficients in
the correlation circuit, and changes the feedback function accordingly.—
SFL

5,679,001

43.70.Ep CHILDREN’S SPEECH TRAINING AID

Martin J. Russell et al., assignors to the United Kingdom of Great
Britain and Northern Ireland

21 October 1997„Class 434/185…; filed in the United Kingdom 4
November 1992

‘‘A children’s speech training aid compares a child’s speech with
models of speech, stored as sub-word acoustic models, and a general speech
model to give an indication of whether or not the child has spoken cor-
rectly... . The stored acoustic models are formed by first recording a plural-
ity of words by a plurality of children from a given list of single words.
These recordings are then processed off-line to give a basic acoustic model

of an acceptable or correct sound for each phoneme in the context of the
pre- and proceeding phonemes. The acoustic models are Hidden Markov
models. The limits of acceptable pronunciation applied to different words
and children may be adjusted by variable penalty values applied in associa-
tion with the general speech acoustic model.’’—DWM

5,664,052

43.72.Ar METHOD AND DEVICE FOR
DISCRIMINATING VOICED AND UNVOICED
SOUNDS

Masayuki Nishiguchi and Jun Matsumoto, assignors to Sony
Corporation

2 September 1997„Class 704/214…; filed in Japan 15 April 1992

This voiced/unvoiced/silence detector is based on the calculation of
signal statistics within each subblock of the speech signal. Blocks of 256
samples~32 ms! are divided into subblocks of 8 samples~1 ms! length. For

each subblock, the arithmetic mean, geometric mean, rms, standard devia-
tion, and peak value are computed. Measures such as the ratio of arithmetic
mean to geometric mean are compared to thresholds to determine a voicing
measure for each subblock.—DLR

5,666,464

43.72.Ar SPEECH PITCH CODING SYSTEM

Masahiro Serizawa, assignor to NEC Corporation
9 September 1997„Class 104/207…; filed in Japan 26 August 1993

This speech coding system performs individual pitch analyses over
multiple subframes of each input frame. A sequence of subframe pitch val-
ues is determined so as to minimize the average prediction gain over the
frame. Candidates from the neighborhood of the ideal pitch-period sequence
are selected based on the inner product of the input signal and each code
vector. The period having minimum waveform distortion is then selected for
the frame.—DLR

5,664,053

43.72.Gy PREDICTIVE SPLIT-MATRIX
QUANTIZATION OF SPECTRAL PARAMETERS
FOR EFFICIENT CODING OF SPEECH

Claude Laflamme et al., assignors to Universite De Sherbrooke
2 September 1997„Class 704/219…; filed 3 April 1995

This linear prediction coding system improves the accuracy of fit of
LP parameters within each speech frame by dividing the frame into two~or
more! subframes. A split-matrix computation performs separate analyses on

each subframe. A vector quantization by frame captures the subframe pat-
tern with roughly the same bit rate as would be required for full-frame LP
analysis.—DLR

5,664,054

43.72.Gy SPIKE CODE-EXCITED LINEAR
PREDICTION

Huan-Yu Su, assignor to Rockwell International Corporation
2 September 1997„Class 704/219…; filed 29 September 1995

According to this patent, a code excited~CELP! vocoder typically uses
a differential code to represent the amplitude of successive pitch periods.
When a previous pitch period waveform is known, the new one can be
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predicted knowing only the amplitude step and the period. However, the
scheme fails for the first period of each voiced segment. This system reini-
tializes the prior period buffer to a pulse pattern after each unvoiced interval,
providing a better match for the first period of the voiced segment.—DLR

5,664,055

43.72.Gy CS-ACELP SPEECH COMPRESSION
SYSTEM WITH ADAPTIVE PITCH PREDICTION
FILTER GAIN BASED ON A MEASURE OF
PERIODICITY

Peter Kroon, assignor to Lucent Technologies, Incorporated
2 September 1997„Class 704/223…; filed 7 June 1995

This linear predictive coder divides the pitch prediction loop into an
adaptive codebook portion and a fixed codebook portion. A pitch predictor
filter allows an adjustable gain value ranging from 0.2 to 0.8, depending on
a measure of the periodicity. The final gain is then based on the filter ad-
justable gain plus a gain value from the adaptive codebook result of the
previous frame.—DLR

5,664,057

43.72.Gy FIXED BIT RATE SPEECH ENCODER/
DECODER

Antony Henry Crossman and Brant Martin Helf, assignors to
PictureTel Corporation

2 September 1997„Class 704/229…; filed 7 July 1993

This speech coder performs a spectral analysis by dividing a FFT
output into bands. The band energies are then coded using a nonlinear quan-
tization of the differences of band energy variances from the mean energy.

Bands with greater energy use larger step sizes. The step size calculation is
iterated until the desired coding efficiency is reached.—DLR

5,666,465

43.72.Gy SPEECH PARAMETER ENCODER

Kazunori Ozawa, assignor to NEC Corporation
9 September 1997„Class 704/222…; filed in Japan 10 December

1993

This vector-quantizing speech coder uses a type of perceptual masking
computation to generate the spectral weighting coefficients used in the code-
book search. A typical critical band power spectrum is processed to deter-
mine weighting coefficients corresponding to auditory masking threshold
values. The weighting coefficients are then used to generate speech signals
for comparison with codebook entries.—DLR

5,664,050

43.72.Ja PROCESS FOR EVALUATING SPEECH
QUALITY IN SPEECH SYNTHESIS

Bertil Lyberg, assignor to Telia AB
2 September 1997„Class 704/251…; filed in Sweden 2 June 1993

The idea behind this patent is to use a speech recognizer to listen to
and evaluate a speech synthesizer. The recognizer would be trained with a
set of speakers’ voices having the characteristics desired in the synthetic
voice. In operation, the recognizer would report how the synthetic voice
compared with the recognition training data. The obvious shortcoming is
that synthesizers generally tend to do fairly well in those aspects of speech
which are more or less understood. They are inadequate in just those aspects
which recognizers tend to ignore, such as inflection and variations in dura-
tion and allophonic structure.—DLR

5,664,051

43.72.Ja METHOD AND APPARATUS FOR PHASE
SYNTHESIS FOR SPEECH PROCESSING

John C. Hardwick and Jae S. Lim, assignors to Digital Voice
Systems, Incorporated

2 September 1997„Class 704/206…; filed 24 September 1990

This speech analysis method, intended mainly for use in speech syn-
thesizers, is based on the extraction of magnitude and phase of the harmon-
ics during voiced speech. However, the phase information is not encoded for
transmission. Instead, a phase value for each harmonic is computed at the
receiver. The computed phase value is modulated by a random jitter factor,
which is said to eliminate largely the buzzy effect often heard in synthetic
speech.—DLR

5,640,450

43.72.Kb SPEECH CIRCUIT CONTROLLING
SIDETONE SIGNAL BY BACKGROUND NOISE
LEVEL

Osamu Watanabe, assignor to Kokusai Electric Company
17 June 1997„Class 379/392…; filed in Japan 8 July 1994

This is a telephone microphone circuit that monitors the on-going
background noise level and adjusts the sidetone and received signal levels
accordingly. A second microphone on the backside of the handset picks up

the background noise level with much less speech signal. The transmitted
signal is kept at a desired level despite near-end noise level changes.—DLR
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5,651,096

43.72.Ne MERGING OF LANGUAGE MODELS
FROM TWO OR MORE APPLICATION PROGRAMS
FOR A SPEECH RECOGNITION SYSTEM

Matthew G. Pallakoff et al., assignors to Apple Computer,
Incorporated

22 July 1997„Class 395/2.84…; filed 14 March 1995

This is an operating system software component for use with a speech
recognizer in a computer system where multiple applications may be under
concurrent control by speech input. The patented component integrates in-
formation on the desired voice interaction from each application into a uni-
fied grammar, allowing voice inputs to be recognized and directed to an
application without depending on a specific application already being
activated.—DLR

5,664,058

43.72.Ne METHOD OF TRAINING A SPEAKER-
DEPENDENT SPEECH RECOGNIZER WITH
AUTOMATED SUPERVISION OF TRAINING
SUFFICIENCY

George Vysotsky, assignor to NYNEX Science & Technology
2 September 1997„Class 704/243…; filed 12 May 1993

The patent describes a strategy to be followed during template updat-
ing with new token data in an isolated-phrase speech recognizer. Although
the patent title suggests that the strategy itself provides the supervision, it is
actually a ~manually! supervised procedure in that the strategy is to be
followed only during ‘‘training’’ ~i.e., the system always knows what item
has been spoken!. The strategy involves computing distances between the
new token, other tokens of the same phrase, and competing tokens of other
phrases.—DLR

5,644,059

43.72.Ne SELF-LEARNING SPEAKER ADAPTATION
BASED ON SPECTRAL VARIATION SOURCE
DECOMPOSITION

Yunxin Zhao, assignor to Panasonic Technologies, Incorporated
2 September 1997„Class 701/254…; originally filed 29 April 1993

This speaker adaptation method for a speech recognizer employs a
technique of separating any speaker-specific biases from the multi-speaker
probability distributions. The system is initially trained by a number of
speakers following known procedures. A specific test speaker~say, speaker
Q! then identifies himself to the system. The system then recognizes Q’s
input using the independent distributions, but accumulates new data repre-
senting Q’s deviations from the general set. Future inputs by speaker Q are
then adjusted before recognition proceeds.—DLR

5,666,466

43.72.Pf METHOD AND APPARATUS FOR
SPEAKER RECOGNITION USING SELECTED
SPECTRAL INFORMATION

Qiguang Lin et al., assignors to Rutgers, The State University of
New Jersey

9 September 1997„Class 704/246…; filed 27 December 1994

This patent covers a modified method of computing cepstral vectors
from a speech signal for use in a speaker recognizer system. Following a
typical FFT amplitude spectrum analysis, the spectral vector is truncated,
retaining a band from the speech midrange, perhaps 1 or 2 kHz, up to the

highest frequency allowed by the chosen sample rate. This band is said to
retain the information most critical to the speaker’s identity. Cepstral vectors
are computed from the limited spectral band in a typical manner.—DLR

5,686,679

43.75.Kk PERCUSSION INSTRUMENT WITH TONE
BARS FOR EXACTLY GENERATING TONES
ON A SCALE

Minoru Nakano and Hiroaki Ohmuro, assignors to Yamaha
Corporation

11 November 1997„Class 84/402…; filed in Japan 20 January 1995

In the vibraphone of this patent the bottom of each metal bar11 has
recesses11r, 11s, and11t shaped to tune the frequencies of the first three

modes of transverse vibration to a frequency ratio of 1:4:8, in order to bring
the mode frequencies into octave relationships.—DWM

5,684,262

43.75.Rs PITCH-MODIFIED MICROPHONE AND
AUDIO REPRODUCING APPARATUS

Junichi Nakamura and Masakazu Nakamura, assignors to Sony
Corporation

4 November 1997„Class 811/654…; filed in Japan 28 July 1994

The apparatus disclosed in this patent is intended to extend the art of
karaoke singing. The tape or disk playback device1 which provides a mu-
sical accompaniment signal heard by the singer singing into microphone11
is supplied to two channels. The normal channel includes amplifier2, con-
verter 3, equalizer4, mixer 5, and digital-to-analog converter6. A central
processing unit21 receives playback signal through decoder22 and con-
verted singing signal through sound level detector17. A tone converter16,
under the control of CPU21, produces one or more additional voice signals
in synchronism with the original singing voice signal, and mixes the original

with the additional voice signals in mixer15. Reverberation is added to the
mixed voices, then mixed with the playback accompaniment signal for am-
plification and electroacoustic radiation. The purpose is to provide a duet or
chorus of voices for which the relative frequency intervals are determined
by chords in the music from the tape or record being played.—DWM
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5,686,682

43.75.Tv ELECTRONIC MUSICAL INSTRUMENT
CAPABLE OF ASSIGNING WAVEFORM SAMPLES
TO DIVIDED PARTIAL TONE RANGES

Osamu Ohshima and Tokiharu Ando, assignors to Yamaha
Corporation

11 November 1997„Class 84/603…; filed in Japan 9 September 1994

In this digital electronic musical instrument a variety of waveform
samples is stored. The musical scale is divided into a number of partial tone
ranges. An equal number of different waveforms is selected, and each wave-
form is assigned to a different partial tone range so that tones played in each
range are sounded with different waveforms.—DWM

5,684,260

43.75.Wx APPARATUS AND METHOD FOR
GENERATION AND SYNTHESIS OF AUDIO

James E. Van Buskirk, assignor to Texas Instruments,
Incorporated

4 November 1997„Class 84/604…; filed 9 September 1994

This sound synthesizer comprises a digital signal processor pro-
grammed for selecting waveform spectral values to generate a composite
waveform; for generating noise spectral values; and for combining the noise
spectral values and composite waveform to provide digital signals that are
then converted to analog signals. The text and figures of this patent occupy
only 20 pages, a typical size for a computer music patent, but an appendix
illustrating the computer program expands the length of the patent document
to over 500 pages.—DWM

5,686,683

43.75.Wx INVERSE TRANSFORM NARROW BAND/
BROAD BAND SOUND SYNTHESIS

Adrian Freed, assignor to the University of California
11 November 1997„Class 84/625…; filed 23 October 1995

‘‘An additive sound synthesis process for generating complex, realistic
sounds is realized in a computationally efficient manner. In accordance with
one aspect of the invention, polyphony is efficiently achieved by dosing the
energy of a given partial between separate transform sums corresponding to
different channels. In accordance with another aspect of the invention, noise
is injected by randomly perturbing the phase of the sound, either on a per-
partial basis or on a transform-sum basis. In the latter instance, the phase is
perturbed in different regions of the spectrum to a degree determined by the
amount of energy present in the respective regions of the spectrum. In ac-
cordance with yet another aspect of the invention, a transform sum repre-
senting a sound is processed in the transform domain to achieve with great
economy effects achievable only at much greater expense outside the trans-
form domain.’’—DWM

5,684,460

43.80.Qf MOTION AND SOUND MONITOR AND
STIMULATOR

Michael V. Scanlon, assignor to the United States of America
4 November 1997„Class 340/573…; filed 9 May 1996

This patent discloses a system for monitoring the normal breathing
sounds, heartbeats, and movements of an infant lying on a fluid-filled pad
such as a ‘‘baby water bed.’’ The sound and vibration signals picked up by
sensors in the pad are transmitted to a monitoring system. When these nor-
mal signals cease, as in sudden infant death syndrome~SIDS!, the system
sends stimulation signals~e.g., light, sound, and shaker vibration! to the
infant. Recent medical studies have shown that resuscitation may be pos-
sible by immediate stimulation. The stimulator may also be used in a gentle
fashion to soothe and quiet an infant after awakening. The sensors’ output

can be transmitted to a remote location for monitoring by a parent or other
person.—DWM

5,630,416

43.80.Vj ULTRASONIC DIAGNOSTIC PROBE

Shiro Uchikura and Narutaka Nakao, assignors to Fujitsu, Ltd.
20 May 1997„Class 128/660.08…; filed in Japan 19 September 1994

This probe, intended for use in the esophagus, includes a mechanism
to swing the transducer around an axis parallel to the face of the transducer,
and a mechanism that rotates the transducer around an axis perpendicular to
the face of the transducer. The rotating mechanism contains a pedestal sup-
port that permits the swinging motion. The swinging is accomplished using
a wire that is connected to the pedestal.—RCW

5,630,417

43.80.Vj METHOD AND APPARATUS FOR
AUTOMATED CONTROL OF AN ULTRASOUND
TRANSDUCER

Alan W. Peterson and Robert M. Perlman, assignors to Acuson
Corporation

20 May 1997„Class 128/660.08…; filed 8 September 1995

In this patent a transducer is rotated by a motor via a mechanical
coupling. The motor is controlled using a microprocessor, a state machine,
and an encoder. Two methods of control are described. In the first method,
the state machine is initialized by providing a speed and target position and
the speed is automatically determined from the initialization. In the second
method, two speeds, the target position, and a position near the target are
provided and the transducer rotates toward the target initially using the first
speed and then using the second speed after the transducer passes the posi-
tion near the target.—RCW

5,634,464

43.80.Vj METHOD AND APPARATUS FOR
ULTRASOUND IMAGING AND ATHERECTOMY

Yue-Teh Jang and Axel F. Brisken, assignors to Cardiovascular
Imaging Systems

3 June 1997„Class 128/660.03…; filed 6 June 1995

An ultrasonic transducer in a catheter is fixed to a cutter. The trans-
ducer is moved longitudinally within a blood vessel while in a fixed radial
position. Ultrasonic reflections are received and processed to display an
image of an axial plane through the vessel. Different axial planes are imaged
by rotating the transducer to a different angular orientation and repeating the
longitudinal motion.—RCW

5,632,277

43.80.Vj ULTRASOUND IMAGING SYSTEM
EMPLOYING PHASE INVERSION SUBTRACTION
TO ENHANCE THE IMAGE

Christopher S. Chapman and John C. Lazanby, assignors to
Siemens Medical Systems, Incorporated

27 May 1997„Class 128/660.07…; filed 28 June 1996

This system utilizes two transmissions of amplitude-modulated signals
in which the carrier phase of the second pulse differs from that of the first
pulse and the echoes arising from these pulses are combined.—RCW
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5,634,465

43.80.Vj CONTINUOUS DISPLAY OF CARDIAC
BLOOD FLOW IMAGING

Daniel C. Schmiesinget al., assignors to Advanced Technology
Laboratories

3 June 1997„Class 128/661.08…; filed 9 June 1995

Blood flow information is determined and displayed using a Doppler
noise threshold that is determined by the operating characteristics of the
imaging system. Spectral Doppler data is compared to this threshold to
identify a valid peak velocity. Peak velocity values are interpolated and
displayed in place of artifactual values caused by valve motion. Intervals
over which cardiovascular performance is computed are selected using the
R-wave of an ECG trace and the selected intervals are highlighted for the
user.—RCW

5,634,466

43.80.Vj ULTRASONIC TRANSESOPHAGEAL
PROBE WITH DETACHABLE TRANSDUCER TIP

George P. Gruner, assignor to Advanced Technology Laboratories
3 June 1997„Class 128/662.06…; filed 15 December 1995

This probe includes an articulation section that is formed by intercon-
nected links. Articulation is controlled from the handle of the probe and the
position of articulation may be locked, but the lock can be overcome by
force of the esophagus against the tip of the probe when it is withdrawn in
a locked and bent position. An indication of locking is displayed on the
handle of the probe and on the screen of the ultrasonic imaging system.—
RCW
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The solution for the propagation of sound in a toroidal
waveguide with driven walls (the acoustitron)a)

Christopher C. Lawrenson,b) L. Dwynn Lafleur,c) and F. Douglas Shields
Jamie Whitten National Center for Physical Acoustics, Coliseum Drive, University, Mississippi 38677

~Received 31 July 1995; revised 3 September 1997; accepted 10 October 1997!

This paper describes the theory of sound propagation in a toroidal waveguide with driven walls.
This configuration has the advantage of simulating a tube of infinite length. The general solution for
the velocity potential is derived in terms of an arbitrary function which represents the angular
dependence of the disturbance of the driving wall. Two different cases are considered. The first is
a toroid with the wall driven at a single angular position. The second case is a toroid with walls
driven such that a traveling wave is generated in the wall with a controllable wave number and
frequency. A traveling wave is produced inside the toroid when the circumference of the toroid is
a whole number of wavelengths for the wave in the wall. The amplitude of the traveling wave is a
function of the intrinsic speed of sound in the medium inside the toroid. A device we call an
acoustitronwas constructed to verify the results of the latter case. Experimental results agree well
with those predicted by theory. ©1998 Acoustical Society of America.@S0001-4966~98!02102-X#

PACS numbers: 43.10.Ln, 43.20.Mv, 43.20.Ks@JEG#

INTRODUCTION

The vast majority of studies of sound propagation in
acoustic waveguides deal with the case of passive walls.1–5

In other words, the walls are considered either rigid or elastic
but are not active sources of acoustic energy. Previous works
dealing with sound propagation in curved tubes have consid-
ered only the case of rigid walls6–11 and porous walls.12,13 In
this paper, the case of a toroid with rigid walls will first be
considered, then the case of one with driven walls. It will be
seen that the solution for the rigid wall case will give some
insight to the driven wall solution.

In 1960, H. E. von Gierke described a device to David
Blackstock that consisted of a tube in a ring configuration
~he called it an ‘‘acoustitron’’ because of the close resem-
blance to a cyclotron!, with a single source attached to the
ring via a port. The device used was to produce a progressive
wave traveling in one direction around the ring. At reso-
nance, when the circumference was equal tonl, the excita-
tion added by the source would be in phase with the traveling
wave, and therefore be able to build up very high pressure
levels. According to Blackstock, von Gierke was able to pro-
duce very high sound pressure levels with a relatively small
source.14 In attempting to reproduce the experiment, Black-
stock discovered that he could not keep the source from ex-
citing a backward traveling as well as forward traveling
wave so that the resulting wave was not the progressive-
wave type sought.15

Work began at the National Center for Physical Acous-
tics to study the propagation of sound in infinitely long

straight tubes with driven walls, which followed from Lord
Rayleigh’s work.2 Experimentally, such a system could be
represented by a toroidal waveguide which has an infinite
effective path length. This led to the idea of building a tube
consisting of multiple sources mounted equally spaced
around a toroidal waveguide. Again, because of the close
resemblance to a cyclotron, the authors have called this de-
vice an ‘‘acoustitron.’’ Part of the theoretical and experimen-
tal work in the present paper discusses the production of a
traveling wave in such a waveguide.

Experiments undertaken to verify the theoretical results
will also be described. In particular, the construction and
analysis of the acoustitron will be detailed. The manner in
which walls are driven to produce traveling waves is de-
scribed, and the experimental results verifying the existence
of the waves are given.

I. THEORY

The geometry considered theoretically throughout this
paper is that of a toroidal duct with a rectangular cross sec-
tion. Let the toroid have an inside radius ofa and an outside
radiusb as shown in Fig. 1. The height of the toroid isz
5h with the base assumed to be in thex-y plane. Solutions
will be sought in the form of waves traveling in the azi-
muthal direction. The wave equation in terms of the velocity
potential,F(r ,t), is given by

¹2F5
1

c2

]F

]t
, ~1!

where the velocity potential is related to the particle velocity
and pressure byu5“F andp52r0(]F/]t), respectively.
The general solution can be written as

F5(
m

@ArJm~krr !1BrYm~krr !#

3@Az cos~kzz!1Bz sin~kzz!#ei ~mu2vt !, ~2!

where

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.

b!Present address: MacroSonix Corp., 1570 East Parham Road, Richmond,
VA 23228.

c!Permanent address: Department of Physics, University of Southwestern
Louisiana, Lafayette, LA 70504.
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kr
25

v2

c2
2kz

2 , ~3!

and m must be an integer because of the requirement that
F(r ,u,z,t)5F(r ,u12p,z,t). Note that the real part of Eq.
~2! must be evaluated to get to the real quantityF(r ,t).
Because the propagation of sound is defined to be alongu, it
is convenient to think ofm as analogous to a wave number.
Following the convention of Krasnushkin,16 m will be re-
ferred to as theangular wave number.

A. Rigid wall condition

In a toroid with rigid walls, the normal component of the
fluid particle velocity is zero at the walls, i.e.,

]Fm

]z U
z50

5
]Fm

]z U
z5h

50, ~4!

]Fm

]r U
r 5a

5
]Fm

]r U
r 5b

50, ~5!

for a given value of angular wave numberm. Using Eq.~2!
with these boundary conditions yields

Bz50, kz5
np

h
~n50,61,62, . . . !, ~6!

and

Jm8 ~b!Ym8 ~bb/a!2Jm8 ~bb/a!Ym8 ~b!50, ~7!

whereb[kra. If bmp is thepth root of Eq.~7! for a given
m, Eq. ~3! yields

vmnp5cAS bmp

a
D 2

1S np

h
D 2

, ~8!

wherevmnp are the characteristic~or normal mode! frequen-
cies.

The solution for the velocity potential can then be writ-
ten as

F5 (
m52`

`

(
n50

`

(
p52`

`

AmnpF JmS bmpr

a D
2YmS bmpr

a D Jm8 ~bmp!

Ym8 ~bmp!
G cosS npz

h Dei ~mu2vmnpt !.

~9!

A similar result was derived by Rostafinski8 and
Grigor’yan.10

Now consider Eq.~7! for the case of a toroid whose
width is much less than its radius, i.e.,b/a511e, where
0,e!1 so that

Jm8 ~b!Ym8 ~b1eb!2Jm8 ~b1eb!Ym8 ~b!50. ~10!

Expanding the Bessel functions forbe!1 in a Taylor series
expansion yields

05Jm8 ~b!Ym9 ~b!2Jm9 ~b!Ym8 ~b!1
eb

2
@Jm8 ~b!Ym98~b!

2Jm98~b!Ym8 ~b!#1O ~b2e2!. ~11!

Using identities for the difference of the products of Bessel
and Neumann function derivatives17 yields,

b'mA223e

22e
, ~12!

or from Eq.~8!,

vmn'cAS m

a
D 2S 223e

22e
D 1S np

h
D 2

. ~13!

Consider the case ofn50, i.e., no variation of wave
properties in thez direction. Expanding the square root to
first order ine yields

vm'
mc

a S 12
1

2
e D . ~14!

These characteristic frequencies correspond to those of inte-
gral wavelengths along the ‘‘center’’ circumference of the
toroid. This can be demonstrated by considering a straight
duct of lengthl 5p(a1b), the ‘‘center’’ circumference of
the toroid. The frequencies of waves with an integral number
of wavelengths overl arev52pmc/ l . Using b5a(11e),
the frequencies of waves that fit in this straight duct are

v5
mc

a S 11
1

2
e D 21

'
mc

a S 12
1

2
e D , ~15!

which is identical to Eq.~14!. Note that the similarity of the
toroid to a straight duct requires thatbe5krae!1, so that
this approximation is only valid for wavelengths that are
large compared to the width of the tube. Therefore, in this
limit, the shape of the bend has no effect on sound propaga-
tion. This result is the same as derived by Rostafinski,8 and
even earlier by Lord Rayleigh.18

FIG. 1. The toroidal waveguide.
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B. Driven wall condition

Let the outer and inner radial walls of the toroid now be
driven with an angular dependent velocity functionf (u) be-
tween2p,u<p, while the top and bottom walls are kept
rigid, i.e.,

]Fm

]z U
z50

5
]Fm

]z U
z5h

50, ~16!

]Fm

]r U
r 5a

5V0f ~u!e2 ivt, ~17!

]Fm

]r U
r 5b

52V0f ~u!e2 ivt, ~18!

whereV0 is the velocity amplitude of the wall. Note that the
inner and outer walls move in opposite directions, as indi-
cated by the minus sign in Eq.~18!.

Equation~16! again yields the result forkz given by Eq.
~6!. Because there is noz dependence in the boundary con-
ditions, there will be no variation of wave properties in thez
direction, i.e.,n50.

As stated earlier, a general solution in terms ofu with-
out any restrictions on the frequency and angular wave num-
ber of the wall is desired. For this reason, it is convenient to
write theu dependence of the driven boundary condition as
the sum over all possible angular wave numbers in the wall
by Fourier decomposingf (u). Therefore,

f ~u!5 (
l 52`

`

Ale
il u, ~19!

where

Al5
1

2pE2p

p

f ~u8!e2 i l u8du8. ~20!

An expression describing the driving wall in terms ofu
is all that is then required to solve for the velocity potential.

C. Application of boundary conditions

1. Single driving element

Consider the case of a toroid with all rigid walls except
for a single set of driving elements located on both inside
and outside walls atud , i.e., Blackstock’s configuration, so
that

f ~u!5d~u2ud!. ~21!

For convenience, thex-y axes will be oriented so thatud50.
When substituted into Eq.~20!, the result is

Al5
1

2p
. ~22!

Using this with Eq.~19!, Eqs.~17! and ~18! become

]Fm

]r U
r 5a

5 (
l 52`

`
V0

2p
ei ~ lu2vt !, ~23!

]Fm

]r U
r 5b

5 (
l 52`

`

2
V0

2p
ei ~ lu2vt !. ~24!

Note that the amplitude of each angular wave number com-
ponent will be the same so that each positive wave number
has a corresponding negative wave number of the same am-
plitude. The result will therefore be a standing wave inside
the toroid.

Using the general solution for the velocity potential, Eq.
~2!, in the above~excluding thez dependence! yields,

(
l 52`

`
V0

2p
eil u5 (

m52`

`

kr@AmJm8 ~kra!

1BmYm8 ~kra!#eimu, ~25!

(
l 52`

`

2
V0

2p
eil u5 (

m52`

`

kr@AmJm8 ~krb!

1BmYm8 ~krb!#eimu, ~26!

wherekr5v/c.
Multiplying both sides of Eqs.~25! and ~26! by

exp(2iju), where j is an integer, and integrating overdu
from 2p to p yields,

V0

2p
5Amkr Jm8 ~kra!1BmkrYm8 ~kra!, ~27!

2
V0

2p
5AmkrJm8 ~krb!1BmkrYm8 ~krb!. ~28!

Solving for Am and Bm and substituting into Eq.~2!, the
general solution for the velocity potential becomes

F5
V0

2pkr
(

m52`

`
1

Dm
$@Ym8 ~kra!1Ym8 ~krb!#Jm~krr !

2@Jm8 ~kra!1Jm8 ~krb!#Ym~krr !.%ei ~mu2vt !, ~29!

where

Dm[Jm8 ~kra!Ym8 ~krb!2Jm8 ~krb!Ym8 ~kra!. ~30!

Comparison to Eq.~7! reveals that the frequencies satisfying
Dm50 are the characteristic frequencies of the rigid wall
toroid, vmp , given by Eq.~8! with n50.

The corresponding normalized pressure is

p

r0cV0
5 i (

m50

`
1

Dm
$@Ym8 ~kra!1Ym8 ~krb!#Jm~krr !

2@Jm8 ~kra!1Jm8 ~krb!#Ym~krr !%

3cos~mu!e2 ivt, ~31!

where Y2m(x)5(21)mYm(x) and J2m(x)5(21)mJm(x)
has been used. Note that the real part of this quantity must be
evaluated to get to the real quantityp(r ,t). This pressure
corresponds to a standing wave inside the toroid with a fre-
quency dependent amplitude. As pointed out above, the be-
havior of Dm is such that when the driving frequency corre-
sponds to a characteristic frequency of the rigid wall toroid,
this term is zero. This will result in an infinite pressure with
the driving element located at a pressure antinode. Even in
the nonideal case, therefore, the pressure amplitude is ex-
pected to be greater at the characteristic frequencies than at
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other frequencies. As shown earlier, whena!l, these char-
acteristic frequencies are those that fit a whole number of
wavelengths along the circumference of the toroid.

As mentioned earlier, Blackstock was unable to produce
a traveling wave with a single driver, which is consistant
with theory.

2. Entire driven wall

Now consider the case of a toroidal waveguide with a
sinusoidal wave propagating between2p,u<p with an
angular phase velocityV along both inside and outside
walls. In other words, the walls are driven with a controllable
wave number and frequency. No restrictions will be placed
on the choice ofV so that in general, a discontinuity in the
driven wall will exist atu5p. As will be seen, this driver
configuration is capable of producing traveling waves under
certain conditions. The chosenu dependence will be

f ~u!5eivu/V. ~32!

~Note thatV5Vm is not required, i.e., the value ofv/V is
not necessarily an integer.! When substituted into Eq.~20!,
the result is

Al5
sin~v/V2 l !p

~v/V2 l !p
. ~33!

For this driving condition, the amplitude of each angular
mode will vary as a function of frequency and angular phase
velocity.

Equations~17! and ~18! then become
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5 (
l 52`
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5 (
l 52`
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2V0

sin~v/V2 l !p

~v/V2 l !p
eil ue2 ivt. ~35!

Using the general solution for the velocity potential given by
Eq. ~2! and excluding thez dependence yields

(
l 52`

`

V0

sin~v/V2 l !p

~v/V2 l !p
eil u5 (
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~37!

wherekr5v/c.
Following the same path used in the previous section,

the general solution for the velocity potential becomes

F5
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3
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ei ~mu2vt !, ~38!

whereDm is again defined by Eq.~30!.
The corresponding pressure is

p5
ivr0V0
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(
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`
1
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$@Ym8 ~kra!1Ym8 ~krb!#Jm~krr !

2@Jm8 ~kra!1Jm8 ~krb!#Ym~krr !%

3
sin~v/V2m!p

~v/V2m!p
ei ~mu2vt !, ~39!

where it is understood that the real part of this quantity must
be evaluated to get to the real quantityp(r ,t).

Again, note that the driving frequencies which produce
infinite response are the resonant frequencies of the rigid
wall toroid for the case ofn50. SinceDm is independent of
the angular phase velocity, this resonance occurs at the char-
acteristic frequencies regardless of the value ofV, even if an
integral number of wavelengths does not fit in the toroid.
This means that although the walls are moving~that is, they
are not rigid! the amplitude of the sound in the fluid will
depend mostly on the intrinsic speed of sound, which ap-
pears in the functionDm . Such a result in a tube with passive
walls can only occur when the walls are rigid, which for the
case of dense fluids~i.e., liquids!, is often very difficult to
obtain.

Consider the case ofkraÞbmp such that the velocity
potential remains finite. If the ratio of the angular frequency
to the angular phase velocity is such thatv/V5q, whereq
is an integer, then

F} (
m52`

`
sin~q2m!p

~q2m!p
5dqm . ~40!

This means only the angular wave number corresponding to
m5q will contribute to the velocity potential;F will repre-
sent a traveling wave. Such a wave will have an amplitude
that is independent of angular position, and a phase differ-
ence between any two positions corresponds to the propaga-
tion time for the driven wave in the fluid.

If v/V'm, the dominant term in the sum in Eq.~38! is
the one corresponding to that value ofm, with small contri-
butions from other angular wave numbers. In this case, the
sound in the duct is no longer a pure traveling wave, but it is
also not a pure standing wave. However, if the choice of
v/V is such that the contribution of sound due tom,0 is
the same as that form.0, then the result will be that of a
standing wave inside the toroid.

D. Cross-sectional geometries

The choice of theoretically describing the torus with a
rectangular cross section was made because the wave equa-
tion in toroidal coordinates is not separable. On the other
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hand, it is experimentally more convenient to build a toroid
with a circular cross section. The following addresses the
plausibility of comparing the theoretical case of a rectangular
cross section to experimental results obtained from a circular
cross section.

It has been shown in Sec. II A that for wavelengths long
compared to the width of the toroid, the shape of the bend
can be ignored. Therefore, the toroid can be thought of as an
infinitely long tube with a driven wall that is periodic along
the center axis. In a thermally conducting tube filled with a
viscous fluid, the propagation characteristics of sound in
pores19–21 can be expressed in terms of the characteristic
pore radius, given as twice the transverse pore area divided
by the pore perimeter. For a circular cross section it is the
radiusr and for a rectangular cross section of heighta and
width b, the characteristic pore radius isab/(a1b). If a
5b52r , then both geometries will have the same value. In
the wide tube limit, the boundary layer is only a small frac-
tion of the cross-sectional area, so the difference in geometry
would only affect the attenuation. In the next section it will
be shown that this difference is unimportant.

Therefore, the propagation characteristics of sound in
both cases will be the same. A similar result was also ob-
served experimentally by Cummings13 in curved tubes with
rectangular and circular cross sections.

E. Attenuation

In order to compare theory to experiment, it is necessary
to include losses in the ideal solution. One way that this is
done is by considering the wave number in the fluid to be
complex. Once the value of this wave number is determined,
Eq. ~39! can be used to solve for the pressure in the toroid.

The complex wave number can be written as

k̄5k2 ia, ~41!

where a is the absorption coefficientand k5v/c. The
sources of attenuation are the various mechanisms that take
energy out of the system. In the case of the relatively soft
walled plastic tubing used in the acoustitron~see Sec. III! the
loss due to the yielding tube wall is much greater than the
viscous and thermal losses within the gas inside the tube.
This yielding wall loss is given by22

a5ReS r0c

Z D1

a
, ~42!

wherea is the inside radius of the tube,a8 is the radius to the
center of the wall, and

Z5
r0c

aaCW
R

1 i S Re~Y!T

aa8v
2vrvTD . ~43!

If a is plotted versus frequency, its maximum valueaR

5r0c/Zr occurs atv0 . Then in terms ofv0 and aR , the
absorption is given by23

a5aRF11S rw

r0
D 2S vaR

c D 2S a

a8

v0
2

v2
21D 2G21

, ~44!

whererw is the density of the wall. The resonant frequency
in terms of Young’s modules is given by,v0

5ARe(Y)/aa8rw.

II. EXPERIMENT

To verify the theoretical results for sound propagation in
a toroidal waveguide with driven walls, a device was built
that is called anacoustitron. It consisted of a length of Ty-
gon® tubing~‘‘TYGON’’ is a registered trademark of Norton
Company! with the ends connected to form a torus. Mounted
around the outside were 32 evenly spaced piezoceramic rings
~poled in the radial direction! as shown in Fig. 2. The radius,
R0 , was 19.40 cm and the inside tube radius,a, was 1.27
cm. Each element was glued to the torus to maximize the
coupling between the driver and the tube wall.

Sound pressure measurements were made using a Bru¨el
& Kjær 1

8 in. microphone~type 4138! inserted through an
airtight opening in the wall of the tube. The protective grille
was carefully removed and the microphone diaphragm was
positioned flush with the tube wall so it was perpendicular to
the z axis in the z plane bisecting the torus. A Hewlett-
Packard 35665A signal analyzer was configured to record
the sound pressure level~SPL! measured with the micro-
phone.

A digital delay circuit was constructed to drive the 32
acoustitron elements with a specific time delay between ele-
ments. The circuit produces 32 analog output signals from a
single input signal from either an external analog source, or
an internal programmed waveform. For the case of external
input, the analog signal was received through an 8-bit
analog-to-digital converter and loaded into the high speed
memory of a Texas Instruments TMS320C30 Digital Signal
Processor~DSP! located inside an IBM-PC compatible com-
puter. Software consisted of a PC-side program that allowed
the parameters to be set in the DSP, and a DSP-side program
which controlled the operation of the DSP.

FIG. 2. The acoustitron.
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III. RESULTS

A. Entire driven wall

Measurements of the pressure amplitude as a function of
frequency andV/V0 were made, whereV5c/R0 , andV0

was the angular phase velocity corresponding to the intrinsic
speed of sound in the medium, which for this experiment
was V051773 rad/s. This ratio is analogous to an angular
Mach number. As pointed out in theory, the peaks in the
response of the acoustitron correspond to the characteristic
frequencies of a rigid wall toroid with identical dimensions.
From the frequency positions of the peaks and the known
circumference of the acoustitron, the intrinsic speed of sound
in the fluid can be determined using Eqs.~7! and ~8!.

The value ofa was measured as a function of frequency
by measuring the decay of waves inside the toroid. Figure
3~a! shows the decay of a traveling wave and Fig. 3~b! the
decay of a standing wave produced by driving a single ele-
ment half the circumference away from the observing micro-
phone. For the standing wave case, the driving frequency
was 12 times the fundamental frequency and the microphone
was located approximately opposite the driving element.
Therefore the number of cycles in the first step is about 6,
and the remainder of the steps is exactly 12. The driving
frequency used in both cases was about 3900 Hz. Figure 4
shows the plot ofa versus frequency. Shown also is the plot
of Eq. ~44! with values ofaR and v0 adjusted to fit the
curve.

For the case of traveling waves, the absorption coeffi-

cient for the driving frequency was determined by fitting an
exponential curve to the pressure peaks in the region of de-
cay. For the standing wave case, the absorption coefficient
was determined using ln(A2 /A1)/C whereA1 andA2 were the
amplitudes of adjacent steps withA2.A1 , and C was the
circumference corresponding toR0 .

An approximate value forV0 was obtained by measur-
ing the displacement of the tube wall at three different posi-
tions between two driving elements with a laser Doppler
vibrometer. At low frequencies the amplitude was nearly in-
dependent of frequency. The value ofV0 used in Eq.~39!
was 1.031029 m/V.

The SPLs calculated by Eq.~39! are plotted as functions
of frequency for three different values ofV/V0 ~0.85, 1.0,
and 1.2! and shown in Figs. 5–7 . The complexkr is ob-
tained as explained above from Eq.~41!. Shown also are the
experimental curves. ForV>V0 , the predicted SPLs match
the measured SPLs quite well for all frequencies. ForV
,V0 , theoretical and experimental data match well for low
frequencies, but deviations are apparent at higher frequen-
cies, the lower theV the more the deviation. The reason for
this is as follows. Recall that the boundary condition used in
the theoretical case was that of a continuously driven wall
where the wave number in the fluid was equal to the wave

FIG. 3. Examples of decay measured for the case of~a! a traveling wave in
the acoustitron and~b! a standing wave produced by a single driving ele-
ment.

FIG. 4. Measured values of absorption coefficient in the acoustitron along
with theory. The frequencies plotted as circles correspond to traveling waves
inside the acoustitron. Standing wave values are plotted as squares.

FIG. 5. Comparison of predicted to measured values of the sound pressure
level inside the acoustitron forV/V050.85.
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number in the wall. In the experimental tube, however, driv-
ing elements are spaced a finite distance apart. AsV de-
creases, the speed of the wave in the wall decreases, and for
a fixed frequency, the wavelength decreases. This means that
there are fewer elements per wavelength so that the wall
appears more like a series of point drivers separated by pas-
sive walls instead of a continuously driven wall derived in
theory.

B. Traveling waves

The theoretical solution for the sound pressure in a tor-
oid with driven walls shows that if the ratio of the angular
phase velocityV and the angular frequencyv of the driven
wall is an integer, the resulting sound wave will be a travel-
ing wave. This is equivalent to saying that there are an inte-
gral number of wavelengths along the circumference of the
toroid. For traveling waves, the amplitude of the sound wave
is independent of position and the phase shift measured be-
tween two locations in the tube corresponds to the propaga-
tion time between them.

There are two straightforward methods for experimen-
tally finding combinations ofv andV that produce traveling
waves in the acoustitron. One method is to record the com-
plex pressure at two different positions in the acoustitron at a

given frequency as a function of angular phase velocity. The
presence of traveling waves can then be observed by looking
for values ofV/V0 that produce identical amplitudes and a
phase difference equal to the propagation time for the speed
of the wave in the wall. A theoretical example of this method
is shown in Fig. 8 which consists of the theoretical complex
pressure at two different positions alongu inside the acous-
titron for an arbitrary frequency. These plots were generated
using Eq.~39!.

A second method for detecting traveling waves is to
record the frequency dependence of the sound pressure at
different positions in the acoustitron for a given angular
phase velocity. The traveling waves can then be determined
by looking for values of frequency that produce identical
amplitudes at all positions. As seen in Fig. 8, it is possible to
match pressure amplitudes at two different positions, yet not
have a traveling wave. The graph shows the magnitudeupu
and the phase differenceDf travel of the pressure at both po-
sitions as functions of angular phase velocity. The line la-
beled asDf travel is the phase difference corresponding to the
propagation time determined byV. The values ofV/V0 that
produce traveling waves are indicated by circles. By taking
measurements at unevenly spaced angular positions, the need
to check for the proper phase is eliminated. Both of these
methods are suitable for making the desired measurements.

FIG. 9. Experimental values of the magnitude of the pressure at four differ-
ent positions inside the acoustitron. The frequencies that yield traveling
waves are indicated by circles, whereV/V050.9.

FIG. 6. Comparison of predicted to measured values of the sound pressure
level inside the acoustitron forV/V051.00.

FIG. 7. Comparison of predicted to measured values of the sound pressure
level inside the acoustitron forV/V051.20.

FIG. 8. Theoretical comparison of the complex pressure at two arbitrary
positions~labeled A and B! inside the acoustitron.

1259 1259J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 Lawrenson et al.: Toroidal waveguide



In this study, it was easier to sweep frequencies than to
sweep angular phase velocities.

In order to make measurements at different positions
inside the acoustitron, the element receiving output from the
first output channel was varied, effectively ‘‘moving’’ the
microphone around the tube. An example of sound pressures
measured in the acoustitron at various microphone positions
is shown in Fig. 9. Frequencies at which the sound pressure
is the same at all four positions, i.e., a traveling wave, can be
clearly seen in this data set. This data set is typical of all
others used to produce Fig. 10.

Figure 10 shows experimentally determined combina-
tions ofV andv that produced traveling waves in the acous-
titron. ~Error bars are approximately the size of the symbols
used in the plot.! Theoretically predicted values, which are
determined fromV5vn, wheren is an integer, are indi-
cated by the solid lines. It is clear from this data that travel-
ing waves are occuring at combinations of frequencies and
angular phase velocities as predicted by theory.

IV. CONCLUSION

The theory for sound propagation in a toroidal wave-
guide with driven walls has been presented. The general re-
sult was expressed in terms of walls driven with an arbitrary
angular dependence. For the simple case of a single driving
element, the resulting sound in the toroid corresponds to
standing waves at specific determined frequencies. For the
case of a wall driven with a controllable wave number and
frequency, the sound wave produced in the toroid ranges
from a traveling wave~whenV/v is an integer!, to a stand-
ing wave ~when the sum of the Fourier amplitudes form
,0 are equal to those form.0). When these conditions are
not met, the sound wave inside the toroid is a combination of
both traveling and standing waves.

An acoustitron was built to experimentally verify the
latter case, and the results are well represented by theory.
The existence of traveling waves whenV/v5n was specifi-
cally demonstrated.
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A model of pitch perception is presented involving an array of delay lines and inhibitory gating
neurons. In response to a periodic sound, aminimumappears in the pattern of outputs of the
inhibitory neurons at a lag equal to the period of the sound. The position of this minimum is the cue
to pitch. The model is similar to the autocorrelation model of pitch, multiplication being replaced by
an operation similar to subtraction, and maxima by minima. The two models account for a wide
class of pitch phenomena in very much the same way. The principal goal of this paper is to
demonstrate this fact. Several features of the cancellation model may be to its advantage: it is
closely related to the operation of harmonic cancellation that can account for segregation of
concurrent harmonic stimuli, it can be generalized to explain the perception of multiple pitches, and
it shows a greater degree of sensitivity to phase than autocorrelation, which may allow it to explain
certain phenomena that autocorrelation cannot account for. ©1998 Acoustical Society of America.
@S0001-4966~98!00902-3#

PACS numbers: 43.10.Ln, 43.66.Ba, 43.66.Hg, 43.64.Bt@JWH#

INTRODUCTION

The autocorrelation model of pitch perception dates
back to Licklider’s ‘‘duplex’’ model of pitch perception
~Licklider, 1951, 1956, 1959, 1962!. Licklider imagined a
network of delay lines and coincidence counters arranged
along two axes: frequency~inherited from peripheral filter-
ing! and delay~over the range of periods that can evoke
pitch!. The network calculated an array of autocorrelation
functions~ACF!, one for each channel of the peripheral fil-
ter. In response to a periodic tone, activity within the net-
work was greatest along a ‘‘ridge’’ spanning the frequency
dimension at a lag equal to the period.@An example of a
similar pattern produced by the model of Meddis and Hewitt
~1991a, b! is displayed in Fig. 3~a!.#

Despite its appeal, Licklider’s model fell on a blind spot
of auditory theory. For many years, favor went mainly to the
‘‘pattern matching’’ models of pitch perception of Wightman
~1973!, Terhardt~1974!, and Goldstein~1973!, in spite of the
fact that they are tributary to a high-resolution spectral analy-
sis ~also present in Licklider’s model, but of secondary im-
portance!. They also require explicit pattern matching
mechanisms: Fourier transformation in the case of Wightman
~1973!, and learning in the case of Terhardt~1974!, whereas
pattern matching comes ‘‘for free’’ in Licklider’s model. In
his model, the fundamental period is calculated simply by
looking across channels for a peak common to several chan-
nels, and this operation succeeds whether individual compo-
nents are resolved within channels or not. Pattern matching
models are not specific about how pattern matching is imple-
mented physiologically, whereas Licklider’s model is both
specific and reasonably plausible.

Licklider’s model lacked a precise rule to derive a quan-
titative pitch estimate. This was repaired by Meddis and

Hewitt ~1991a, b; Meddis and O’Mard, 1997!, who chose
perhaps one of the simplest possible rules: the autocorrela-
tion pattern is summed across the frequency dimension to
obtain a summary autocorrelation function~SACF! and the
pitch is derived from the first major peak in this function~the
‘‘period peak’’! @Fig. 4~a!#. Meddis and Hewitt also under-
took the task of simulating the behavior of their model in
response to a set of stimuli that evoke pitch phenomena im-
portant for pitch theory~missing fundamental, pitch shifts of
inharmonic complexes, etc.!. This helped dispel several com-
mon misconceptions, such as that the ACF might be exces-
sively sensitive to phase if calculated in the time domain, or
on the contrary excessivelyinsensitiveto phase. The hair cell
transduction model of Meddis~1988! included in the simu-
lation of their pitch model was instrumental in demonstrating
second-order effects such as phase sensitivity that may arise
in a physiologically realistic implementation of the autocor-
relation model. The ‘‘pitch dominance region,’’ of crucial
importance for the thesis of pattern matching, emerged in
their model as a consequence of the relative weights of low-
versus high-frequency channels, and the breakdown of neu-
ral firing synchrony at high frequencies. This was corrobo-
rated by Cariani and Delgutte~1996a, b!, who recorded from
the auditory nerve of the cat in response to a range of stimuli
important for auditory theory, and showed that in most cases
the pitch could be readily derived from the shape of autocor-
relation histograms~ACH!.

The ACH ~or all-order interspike interval histogram!
used by Cariani and Delgutte is a relatively recent way of
processing recordings from auditory neurons~Ruggero,
1973; Boerger, 1974; Evans, 1983; Shofner, 1991!. More
common has been the first-order interspike interval histo-
gram ~ISIH! ~Roseet al., 1967!. The abundance of physi-
ological data reported in this format led to several models
similar to those of Licklider or Meddis and Hewitt~1991a,
b!, but using arrays of ISIHs rather than autocorrelation func-
tions ~Moore, 1977; van Noorden, 1982!.

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.
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Licklider’s model has inspired computational models of
pitch ~Lyon, 1984; Lazzaro and Mead, 1989; Slaney, 1990!
and auditory scene analysis~Lyon, 1983; Weintraub, 1985;
Cooke, 1991; Brown, 1992; Meddis and Hewitt, 1992; Lea,
1992! involving two-dimensional autocorrelation arrays. The
array is usually summed across the frequency dimension to
obtain a summary function similar to the SACF of Meddis
and Hewitt. This summary ACF is close in shape to the ACF
of the raw waveform, and the latter can be used as a simpler
model of similar predictive power~Yost, 1996; Yostet al.,
1996!. The pulse-ribbon and strobed auditory integration
~SAI! models of Patterson~Patterson, 1987; Pattersonet al.,
1992! are related to autocorrelation. The SAI is in effect the
cross correlation between the neural response within each
channel with a strobe signal consisting of a single pulse per
stimulus period, and the pattern it produces is visually quite
similar to autocorrelation.

In its modern form~s!, the autocorrelation model of pitch
appears to becoming accepted to the same degree as
‘‘pattern-matching’’ models. Nevertheless it is not altogether
without problems. For one thing, there is as yet little evi-
dence of a two-dimensional autocorrelation map organized
according to frequency and lag, despite some evidence for
amplitude modulation maps in the inferior colliculus of the
cat ~Langner and Schreiner, 1988; Langner, 1992!. Licklider
~1959! noted, however, that an orderly layout should not
necessarily be expected. More generally, there is not strong
evidence of delay lines of sufficient duration~up to 10–20
ms!. This weakness is not entirely specific to autocorrelation.
Other models require elements not very different from delay
lines~the SAI’s signal buffer, for example!, or else are rather
vague about the physiological operations that they would
involve ~a ‘‘Fourier transformer,’’ for example!. It would be
unfair to fault autocorrelation for making its requirements
explicit. In favor of autocorrelation is evidence for the
closely related cross-correlation model of binaural interac-
tion ~Jeffress, 1948! found in the MSO and IC of the cat~Yin
and Chan, 1990; Yinet al., 1987! and equivalent centers in
the owl ~Konishi et al., 1988!.

Autocorrelation is also difficult to reconcile with some
aspects of pitch perception. It works equally well for stimuli
consisting of unresolved harmonics as for resolved harmon-
ics, yet there is evidence that the resolved harmonics domi-
nate the pitch percept~Houtsma, 1995!. Pitches from re-
solved and unresolved channels should be readily
comparable, yet Carlyon and Shackleton~1994! found that
such is not the case. Kaernbach and Demany~1996! found
that the pitch of high-pass filtered pulse trains depended on
the statistics of first-order intervals between pulses, rather
than all-order intervals as one would expect based on auto-
correlation.

Another example that the AC model does not readily
account for is the difference in percept evoked by certain
time-reversed stimuli. Patterson~1994a, b! presented sub-
jects with stimuli consisting of sine-wave carriers shaped
with repeated ‘‘damped’’~exponential decay! or ‘‘ramped’’
envelopes~same shape, but time reversed!. Examples are
shown in Fig. 9. The carrier frequency is 800 Hz, the repeti-
tion rate 40 Hz, and the half-time~time to it takes for the

wave to decrease by half! is a 4 ms. These stimuli will be
used later on in this paper for illustration purposes. Both
evoked a pitch corresponding to the sine wave carrier, but
the pitch was much stronger for ramped than for damped
sine waves. The two stimuli have identical spectra and auto-
correlation functions, and the AC model does not readily
explain why they evoke different sensations.

Despite these problems, the AC model remains a good
first-order model, attractive in terms of simplicity, explana-
tory power, and physiological plausibility. The purpose of
this paper is to point out that a similar model can be obtained
by replacing the multiplication by subtraction~or excitatory
by inhibitory neural interaction!. This new model will be
referred to loosely as the ‘‘cancellation model of pitch per-
ception.’’ The equivalence between autocorrelation and can-
cellation is illustrated for three variants of the AC model
~waveform based, discharge probability based, spike based!.
On the strength of this equivalence we may assume that ma-
jor pitch phenomena explainable by autocorrelation models
~Meddis and Hewitt, 1991a, b; Cariani and Delgutte, 1996a,
b; Yostet al., 1996! are equally well explained by their can-
cellation counterparts.

Although cancellation and autocorrelation pitch models
are equivalent to a first approximation, several features of
cancellation make it attractive. For one, cancellation is a
flexible and powerful ‘‘building block’’ in that it leaves a
residue that may be analyzed in turn, in a succession of
estimate–cancel–estimate operations. For another, the way
cancellation may be implemented physiologically makes it
relatively sensitive to time reversal, and this might account
for the time-order-dependent phenomena reported by Patter-
son ~1994a, b!.

I. SUBTRACTION VERSUS MULTIPLICATION AT THE
WAVEFORM LEVEL

The autocorrelation function of a waveforms(t) may be
understood as the result of applying a kind of nonlinear ‘‘fil-
ter’’ to the waveform

Pt~ t !5s~ t !s~ t2t! ~1!

and then integrating over time

ACF~t!5E
2`

`

Pt~u! du. ~2!

In practice the summation is usually performed over a sliding
window to obtain a running autocorrelation function indexed
by time:

ACFt~t!5E
2`

t

w~u2t !Pt~u! du, ~3!

wherew(u2t) is a window function that emphasizes values
near t. The integration can be seen as a kind of low-pass
filter that smooths the quantityPt(t) so that the ACF pattern
does not fluctuate too much over time.

As an example, let us consider a waveform made up of
ten equal amplitude harmonics of 200 Hz in sine phase~Fig.
1!. The ACF of this waveform is shown in Fig. 2~a!. The
ACF shows peaks at the origin and at 5 ms, period of the
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waveform, as well as at multiples of 5 ms~not visible in the
figure!. The position of the first ‘‘period peak’’ is the cue to
the pitch according to models of pitch perception based on
the autocorrelation function of the waveform~Yost, 1996!.
In this example, summation was performed over a square
window covering two periods of the waveform~10 ms!. In
general, in this paper, integration windows are chosen so as
to minimize fluctuation of the pattern~ACF or other! over
time, rather than according to psychophysical or physiologi-
cal estimates. If the windows were chosen too short~for
example, shorter than the fundamental period!, the shape of
the pattern would differ according to where in time it was
sampled, with the risk of inconsistent or misleading conclu-
sions. A model using short windows is incomplete unless it
specifies how such a ‘‘pulsating’’ pattern is processed to ob-
tain a relatively stable percept such as pitch.

The product ofs(t) and s(t2t) may be replaced by
their squared differenceDt(t)5@s(t)2s(t2t)#2 to obtain
an average ‘‘squared difference function’’~SDF!:

SDFt~t!5E
2`

t

w~u2t !Dt~u! du. ~4!

Figure 2~b! shows an example of this function calculated
using the same window as for the ACF. The SDF looks like
a mirror image of the ACF. Whereas the ACF showed a peak
at the origin and at the period~and its multiples!, the SDF
shows dips in those positions. In fact,Dt(t) and Pt(t) are
related:

Dt~ t !5s2~ t !1s2~ t2t!22s~ t !s~ t2t! ~5!

5P0~ t !1P0~ t2t!22Pt~ t ! ~6!

implying a similar relation between SDF and ACF. If the
integration window is large enough, fluctuations of ACFt(0)
with t are small and we have

SDFt~t!52@ACFt~0!2ACFt~t!#. ~7!

Comparing Fig. 2~a! and ~b!, it is clear that the SDF
could replace the ACF as the basis of a pitch perception
model, if the ‘‘pitch peak’’ cue were replaced by a ‘‘pitch
valley’’ cue. A pattern similar to the SDF might arise within
a coincidence network like that of Licklider, but involving
inhibitory rather than excitatory interaction between time-
domain patterns of neural activity. This idea is explored in
more detail in the next two sections.

It should be noted that the SDF is closely related to the
average magnitude difference function~AMDF! that has
been used to estimate the fundamental frequency (F0) of
speech~Rosset al., 1974!. The difference between the two,
apart from the discrete sample notation, is that the AMDF
sums absolute values whereas the SDF sums their squares:

AMDF i~t!5 (
j 5 i

i 1N

us~ j !2s~ j 2t!u. ~8!

II. SUBTRACTION VERSUS MULTIPLICATION OF
DISCHARGE PROBABILITY

Instead of the waveform, we consider discharge prob-
ability within each channel of a model of peripheral filtering
and hair-cell transduction~Meddis and Hewitt, 1988!. Fol-
lowing the model of Meddis and Hewitt~1991a, b!, the ACF
of each probability function was calculated to obtain a pat-
tern of activity over two dimensions: characteristic frequency
~inherited from peripheral frequency analysis! and the lag
dimension of the autocorrelation function. Figure 3~a! shows
the pattern evoked by the previous pulse train. A ‘‘ridge’’ is
visible at 5 ms, period of the waveform, as well as at the
origin. If the ACFs are summed across channels, the result-
ing summary autocorrelation function~SACF! shows a peak
at 5 ms@Fig. 4~a!#. The position of this ‘‘period peak’’ is the
cue to pitch in Meddis and Hewitt’s~1991a, b! pitch percep-
tion model. In this example the ACF used a 10-ms square
integration window rather than the 2.5-ms exponential win-
dow used by Meddis and Hewitt.

The ACF pattern might represent the activity across a
neural network of delay lines and coincidence neurons in
which direct and delayed spike trains interact inexcitatory
fashion. It is possible to imagine a similar network in which
the spike trains would interact ininhibitory fashion. For ex-
ample, a coincidence detector might fire with a probability

FIG. 1. Waveform consisting of the first ten harmonics of 200 Hz added
with equal amplitudes in sine phase.

FIG. 2. ~a! Running autocorrelation function~ACF! of the waveform of Fig.
1, calculated over a 10-ms window.~b! Average squared difference function
~SDF! of the same waveform.
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proportional to the difference between spike densities along
direct and delayed pathways, as assumed in the ‘‘neural can-
cellation filter’’ of de Cheveigne´ ~1997a!:

Rt~ t !5max„0,s~ t !2s~ t2t!…, ~9!

where s(t) and Rt(t) are instantaneous firing probability
densities at the input and output of the cancellation filter,
respectively. The half-wave rectifying max~ ! operation re-
flects the fact that probabilities cannot be negative@the firing
probabilitiess(t) themselves are approximate versions of the
half-wave rectified basilar membrane motion, so half-wave
rectification occurs twice within the model#. The activity
within an array of such filters, indexed by delay, may be
represented by a function similar to the SDF, but in which
the squared difference is replaced by ahalf-wave rectified
difference. We denote this average ‘‘rectified difference
function’’ as RDF:

RDFt~t!5E
2`

t

w~ t2u!Rt~u! du. ~10!

Figure 3~b! shows the pattern evoked by the previous pulse
train. A ‘‘valley’’ is visible at 5 ms, period of the waveform,
as well as at the origin. If the RDFs are summed across
channels, the resulting summary half-wave rectified differ-
ence function~SRDF! shows a dip at 5 ms@Fig. 4~b!#. The

position of this ‘‘period dip’’ could be taken as the cue to
pitch, resulting in a pitch perception model very similar to
that of Meddis and Hewitt~1991a, b!. It is interesting to note
that, for a perfectly periodic stimulus such as this one, the
background-to-dip ratio is infinite for the SRDF, whereas the
peak-to-background ratio is finite~about 2 in this case! for
the SACF.

Equation~9! represents a hypothetical gating neuron that
fires with a probability proportional to thedifferenceof firing
probabilities at its excitatory and inhibitory synapses. More
general interaction may be easier to model explicitly with
spike trains, either recorded physiologically or generated by
a stochastic spike generation model. That is the subject of the
next section.

III. INHIBITORY VERSUS EXCITATORY COINCIDENCE
COUNTING

A. Spike generation model

Instead of the raw waveform, or discharge probabilities,
we consider spike trains produced by a model of spike gen-
eration, driven by probability functions produced by the pre-
vious model of peripheral filtering and haircell transduction.
Spike times were generated stochastically according to an
inhomogeneous Poisson process with a refractory period
~Schroeder and Hall, 1974; Johnson, 1980; Johnson and
Swami, 1983; Carney, 1993!. The model produces lists of
‘‘spike’’ times similar to those recorded in physiological ex-
periments. Histograms~peristimulus, period, interval, auto-
correlation! derived from model spike data are similar to
those reported in the literature, suggesting that the model
reproduces the essential aspects of spike train statistics.

Figure 5~a! shows an example of an autocorrelation his-
togram ~ACH! derived from the 500-Hz channel of the
model in response to 100 repetitions of a 100-ms portion of

FIG. 3. ~a! Array of autocorrelation functions calculated from discharge
probabilities produced by a model of peripheral filtering and transduction in
response to the waveform of Fig. 1. There are 100 channels, spaced uni-
formly between 100 and 5000 Hz on an ERB scale.~b! Array of average
half-wave rectified difference functions~RDF! in response to the same
waveform.

FIG. 4. ~a! Summary autocorrelation function~SACF! in response to the
waveform of Fig. 1.~b! Summary average half-wave rectified difference
functions~SRDF! in response to the same waveform.
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the waveform displayed in Fig. 1~the initial 20 ms of each
spike train were discarded to eliminate the transient response
at onset!. The ‘‘gap’’ below 1 ms is due to the refractory
period, and the peak at 5 ms reflects the period of the wave-
form. This histogram reflects the statistics of intervals be-
tween spikes within asinglefiber. It is reasonable to assume
that the auditory system might take into account interspike
intervals within agroupof similar fibers, as this makes more
efficient use of the available information. In practice, the
interval statistics of a group ofN similar fibers can be simu-
lated by taking the list of spike times forN presentations of
the stimulus to the same fiber~time being measured relative
to stimulus onset!, and sorting it. Figure 5~b! shows a histo-
gram obtained after sorting spike data in this fashion. The
‘‘spikes’’ are the same as displayed in Fig. 5~a!, but the ACH
is less noisy and lacks a gap at short intervals. The sorted-
spike ACH is equivalent to the autocorrelation of the peris-
timulus histogram~PST! ~Palmer, 1992!

The sample at zero in Fig. 5~b! counts coincidences of
spikes ‘‘with themselves,’’ and is equal to the number of
spikes in the spike train. This sample is often not represented
in histograms of neural data, but its presence is congruent
with the definition of autocorrelation. In Fig. 5~a! the value
of that bin~3048! is outside the range of the graph. The value
of the zero lag bin does not depend on bin width, whereas
that of all other bins does. The prominence of this bin rela-
tive to the rest of the histogram thus depends on bin width.

B. Excitatory coincidence network

Licklider’s ~1951! model involved an array of coinci-
dence or gating neurons similar to the one schematized in
Fig. 6~a!. The neuron fires if and only if spikes arrive simul-

taneously via direct and indirect pathways~with a certain
tolerance!. More precisely, each spike arriving along the de-
layed pathway opens a ‘‘window’’ during which a spike ar-
riving along the direct pathway may be transmitted. In our
simulation the window was square and its duration was 0.05
ms ~exponential windows were also tested with roughly
similar results!. Sorted spike trains produced by the spike
generator were fed to an array of gating neurons covering a
range of delays from 0 to 7.5 ms with 0.02-ms resolution.
The number of spikes transmitted as a function of delay is
displayed in Fig. 7~a!. This plot is similar in aspect to the
autocorrelation histogram@Fig. 5~b!#. The size of the coinci-
dence window determines the relative height of the sample at
zero lag.

If a similar simulation is performed in other channels

FIG. 5. ~a! Autocorrelation histogram~ACH! of a single-fiber spike train
produced by the spike generation model in response to the waveform of Fig.
1. The ‘‘fiber’s’’ characteristic frequency was 500 Hz, and the histogram
was calculated from 100 repetitions of the 100-ms stimulus. The first 20 ms
of each spike train were discarded to remove the onset transient response.
Bin width is 100ms. ~b! The ACH calculated from the same data, sorted to
simulate the activity of 100 fibers of similar characteristics. Note the re-
duced ‘‘noise,’’ and the lack of the gap due to refractory effects.

FIG. 6. ~a! Excitatory gating neuron. The neuron fires if spikes arrive si-
multaneously along the direct and delayed pathways.~b! Inhibitory gating
neuron. The neuron fires if a spike arrives along the direct path, unless a
spike arrives simultaneously along the delayed path.

FIG. 7. ~a! Pattern of activity at the output of an array of excitatory gating
neurons@Fig. 6~a!# in response to the waveform of Fig. 1. The channel’s
characteristic frequency is 500 Hz. The coincidence window is square with
a width of 0.05 ms. Delays are sampled with a resolution of 0.02 ms.~b!
Pattern of activity at the output of an array of inhibitory gating neurons@Fig.
6~a!# in response to the same waveform. Parameters are the same as for~a!.
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~not shown!, a peak appears at the same position~5 ms!, as
predicted by Licklider and verified by Cariani and Delgutte
~1996a, b! with recordings from the auditory nerve.

C. Inhibitory coincidence network

The excitatory gating neuron of Fig. 6~a! may be re-
placed by the inhibitory gating neuron of Fig. 6~b!. Each
spike arriving along the delayed pathway opens a ‘‘window’’
during which a spike arriving along the direct pathway will
not be transmitted. An array of such inhibitory gating neu-
rons was simulated with the same data and similar param-
eters as for the excitatory network. The result is plotted in
Fig. 7~b!. The pattern is the mirror image of that plotted in
Fig. 7~a!. The dip at 5 ms can serve as a cue to the pitch of
the stimulus, playing the same role as the peak in Fig. 7~a!.
The size of the coincidence window determines the depth of
this dip.

In summary, in each version of the AC model, multipli-
cation can be replaced by subtraction~or excitatory gating by
inhibitory gating! to produce an equivalent cancellation
model. To a first approximation the behavior is the same, and
these cancellation-based models can account for the same
class of pitch effects as their autocorrelation-based counter-
parts. In addition to the examples reported here, the models
were simulated with a variety of stimuli~missing fundamen-
tal, inharmonic complexes, synthetic vowels, rippled noise,
etc.!. Peaks and dips generally occurred at the same positions
for autocorrelation and cancellation, although in some cases
there were differences in the strength of the pitch cue~Sec.
IV B !.

IV. WHY SUBTRACT?

So far we have emphasized the similarity between mod-
els based on multiplication and subtraction. Why then con-
sider the latter, given that autocorrelation models are suc-
cessful and well established? To the extent that the two are
equivalent, a cancellation-based model may be regarded as
an alternative implementation of its autocorrelation-based
counterpart. Even if it performs no better than autocorrela-
tion, cancellation offers a fresh perspective. Physiologists
might find use for a model in whichminima of activity are
given the importance usually attributed to maxima. In addi-
tion, cancellation is a flexible ‘‘building block’’ for auditory
modelling, and its implementation implies properties that
might explain second-order effects that AC models have dif-
ficulty accounting for.

A. Cancellation as a building block of auditory
processing

There is evidence, from experiments on concurrent
vowel identification, that concurrent harmonic sounds are
segregated by a mechanism ofcancellationof harmonic in-
terference. Although other models of harmonic cancellation
have been proposed~Meddis and Hewitt, 1992!, one effec-
tive way to perform the operation is with a ‘‘neural’’ filter
similar to that illustrated in Fig. 6 or defined by Eq.~9! ~de
Cheveigne´, 1993, 1997a!. Harmonic cancellation requires an
estimate of the period of the interference. While this can be

obtained from a variety of period-estimation models, for ex-
ample ACF based, it is expedient to derive it from the can-
cellation filter itself, by searching for a minimum of Eq.~10!
as a function of its parametert ~de Cheveigne´, 1997a!. Given
that the period-estimation principle is successful in that con-
text, it makes sense to apply it also to pitch perception.

Harmonic cancellation may also be used to build a
model of the perception ofmultiple pitchesevoked by con-
current periodic sounds. The situation is common in music
when several instruments play together, and trained listeners
can accurately estimate the pitches of concurrent periodic
sounds, even if there are no differences in onset or spectral
envelope~Nordmark, 1978!. Multiple periods may be esti-
mated recursively in a succession of estimate–cancel–
estimate steps, or in parallel according to a joint cancellation
algorithm. The principle was applied with success toF0 es-
timation of pairs of natural spoken voices by de Cheveigne´
~1993!, who found that it was superior to several other two-
period estimation algorithms. It can be generalized to an ar-
bitrary number of concurrent periodic signals~de Cheveigne´
and Kawahara, 1997!. Examples of the effectiveness of har-
monic cancellation for reinforcing the representation of a
nondominant period may be found in de Cheveigne´ ~1993,
1997a!. If cancellation-based estimation can successfully
handle multiple pitches, it makes sense to invoke it in the
limit case of a single pitch. A link between harmonic sound
segregation and pitch~though not necessarily via this model!
was an ingredient of a model that explained the pitch shifts
of mistuned partials observed by Hartmann and Doty~1996!
~de Cheveigne´, 1997b!.

Harmonic cancellation allows interfering components to
be ‘‘peeled away’’ from a target, but it can also serve another
purpose. Responses of single peripheral channels to stimuli
with transient waveforms show ringing effects due to basilar
membrane filtering. This is illustrated in Fig. 8 for a 1040-Hz
channel responding to the damped and ramped stimuli that
we mentioned before~Fig. 9!. This corresponds to a channel

FIG. 8. ~a! Damped sine wave stimulus filtered by a gammatone filter of
center frequency 1040 Hz.~b! Same for the ramped sine wave.
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tuned slightly higher than the 800-Hz carrier~cf. Figs 6 and
7 of Patterson, 1994a!. The response to the ramped stimulus
@Fig. 8~b!# can be decomposed into two intervals: an interval
of ringing excited by the sharp offset of the previous ramp,
with a periodicity of about 1040 Hz, and an interval of
gradual onset of the current ramp, with a periodicity of 800
Hz. The response to the damped stimulus is more complex:
ringing and stimulus interact throughout the modulation pe-
riod. The auditory system faces a difficult problem in ana-
lyzing such patterns in the time domain, as they reflect both
the stimulus and less interesting resonance characteristics.

Certain models incorporate schemes to remove the ef-
fects of ringing. Weintraub~1985! subtracted from the 2-D
autocorrelation pattern the same pattern obtained in response
to white noise. The response to noise reflects only basilar
membrane filtering, and subtracting it was expected to re-
move some effects of filter ringing. The Patterson–
Holdsworth software suite~Pattersonet al., 1992! includes a
temporal adaptation stage designed to reduce the effects of
ringing ~Holdsworth, 1990!. Additionally in that model, as in
multichannel autocorrelation models~Meddis and Hewitt,
1991a, b!, ringing effects within individual channels are av-
eraged out by summation over channels.

Ringing effects can also be removed by harmonic can-
cellation. Figure 10~a! represents the basilar membrane filter
response of Fig. 8~a! filtered by a cancellation filter tuned to
0.962 ms ~inverse of the gammatone filter’s center fre-
quency!. Figure 10~b! shows the same processing in the case
of the ramped stimulus. Suppression of ringing effects is
evident in both cases. The fine structure of the response re-
flects the stimulus carrier~800 Hz! and its envelope re-
sembles that of the stimulus. There is no evidence of the
filter’s ringing periodicity. It is perhaps premature to include
a ‘‘ringing suppressor’’ in every model of auditory process-
ing, but this example illustrates well the power and flexibility

of cancellation as a building block for neural ‘‘signal pro-
cessing’’ models.

It is interesting to note the following modification that
may be of use in the case of an amplitude-varying stimulus
or impulse response:

Rt8~ t !5max„0,s~ t !2as~ t2t!…. ~11!

A value ofa,1 is sufficient to suppress a decreasing signal,
whereas a value greater than 1 is required to suppress a
ramped signal. The extra parameter compromises parsimony,
but the auditory system~supposing it employs this form of
time-domain cancellation! might find such fine tuning useful.

Cancellation has been proposed as a mechanism to ex-
plain binaural release from masking~Durlach’s Equalization-
Cancellation model, 1963!.

B. Temporal asymmetry

The productPt(t)5s(t)s(t2t) summed in the ACF is
symmetric ins(t) ands(t2t) @Eq. ~3!#. The ACF is there-
fore not affected by a reversal of the time axis. The same is
true of the SDF that sums the squared difference@Eq. ~4!#.
Therefore, neither can account for the greater pitch strength
of ramped versus damped stimuli observed by Patterson
~1994a, b!. The hair cell transduction stage used by Meddis
and Hewitt~1991a, b! introduces a certain degree of sensi-
tivity to temporal asymmetry, but Irino and Patterson~1996!
showed that it is insufficient to account for the asymmetry in
pitch strength. Based on the relative insensitivity of the ACF
to time reversal, Patterson~1994b! argued in favor of the
strobed temporal integration~STI! process incorporated in
his auditory image model~AIM ! ~Pattersonet al., 1995!.
However, Irino and Patterson~1996! showed that a sensitiv-
ity to temporal asymmetry may be the consequence of a va-
riety of other ‘‘delta-gamma’’ processes that arise at various
stages of auditory processing. The delta-gamma operator em-

FIG. 9. ~a! ‘‘Damped’’ sine wave stimulus as used by Patterson~1994a, b!.
Carrier frequency is 800 Hz, modulation frequency is 40 Hz, and half-life is
4 ms.~b! Similar ‘‘ramped’’ sine wave stimulus.

FIG. 10. ~a! Damped sine wave stimulus filtered by a gamma tone filter of
center frequency 1040 Hz, followed by a hair cell model, followed by a
cancellation filter tuned to 0.962 ms~period of the gammatone filter center
frequency!. ~b! Same for the ramped sine wave.

1267 1267J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 Alain de Cheveigné: Cancellation model of pitch



phasizes the portion of signals for which the derivative of the
envelope is positive rather than negative. It turns out that the
half-wave rectified differenceRt(t) involved in the RDF
model has such a property.

The effect of a time reversal is illustrated in the case of
the ramped and damped stimuli in Fig. 11, for a delay of 1.25
ms, period of the 800-Hz carrier. For this illustration, the
quantity Rt(t) was calculated directly from the half-wave
rectified stimulus waveform, to avoid compounding effects
of basilar membrane filtering and haircell transduction. For
the damp, the first peak of each resonance is reflected in
Rt(t), but each successive peak falls in the ‘‘shadow’’ of its
predecessor and is suppressed. The result is a single pulse
per modulation period. For the ramped signal~b!, Rt(t) is a
ramped series of pulses at the period of the carrier. When
peripheral filtering is included the picture is less clear, but it
remains true thatRt(t) is asymmetric and sensitive to time
reversal. The consequences of this asymmetry depend upon
other details of the model. It turns out the RDF itself, as
defined in Eq.~10! is not sensitive to a time reversal, despite
the strong asymmetry of the quantityRt(t) that it integrates.

There are at least three ways by which the asymmetry
can be reintroduced. One is to replaceRt(t) by its square
before summation. This is illustrated in Fig. 12~a!. The dips
in the RDF are deeper for the ramped stimulus~full line!
than for the damped stimulus~dotted line!. If pitch strength
is a function of the depth of the pitch cue, the pitch should be
stronger for ramped than for damped stimuli, as observed by
Patterson~1994a, b!. Note that if a compressive nonlinearity
were applied before integration instead of a expansive non-
linearity ~square!, the opposite asymmetry would have re-
sulted.

A second way to reintroduce an asymmetry is to replace
Rt(t) by Rt8(t), as defined in Eq.~11!, with a value ofa

greater than 1. This is illustrated in Fig. 12~b!. The dips in
the RDF are considerably deeper for ramped than for
damped stimuli. Again, the opposite asymmetry would have
resulted ifa,1. A third way to introduce temporal asymme-
try is to assume ringing suppression as described in Sec.
IV A. As evident in Fig. 10, the ramped waveform is more
successfully salvaged than the damped waveform. This re-
sults again in deeper dips in the RDF for ramped than for
damped stimuli@Fig. 12~c!#.

In order to determine whether such asymmetries might
be sufficient to account for the experimental results of Irino
and Patterson~1996!, ramped stimuli of half-lives 4, 8, 16,
and 32 ms were matched by damped stimuli with half-lives
chosen to produce the same depth of the period cue, accord-
ing to the procedure of Irino and Patterson. An asymmetry
factor was calculated using their equation. The first scheme
@Fig. 12~a!# yielded a value of 2.16, close to the value of 2.3
observed experimentally for sinusoidal carriers. For the sec-
ond scheme@Fig. 12~b!#, it was impossible to find a damped
stimulus long enough to match the extremely deep period dip
obtained for ramps. There is no upper limit to the asymmetry

FIG. 11. ~a! Cancellation filter output for an input consisting of a half-wave-
rectified damped sine wave. Lag is 1.25 ms~period of the 800-Hz carrier!.
~b! Same for the ramped sine wave. The vertical scale of both graphs was
normalized by dividing by the peak output observed in the damped case.

FIG. 12. ~a! Modified RDF for a ramped~full line! or damped~dotted line!
sine wave. The RDF was modified by raisingRt(t) to the square before
integration. It was calculated from the half-wave rectified waveform~no
filtering or haircell transduction!. ~b! Same, but the RDF was modified by
replacingRt(t) by Rt8(t) @Eq. ~11!# with a51.3. ~c! The RDF calculated
from a single channel of the basilar membrane model tuned to 1040 Hz with
ringing suppression, in response to the ramped~full line! and damped~dot-
ted line! stimuli. The channel was processed by half-wave rectification fol-
lowed by a cancellation filter tuned to 1040 Hz~ringing suppression!, fol-
lowed by the unmodified RDF.
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factors that can be ‘‘predicted’’ with this scheme. Finally,
the third scheme@Fig. 12~c!#, based on a single 1040-Hz
channel, yielded an asymmetry factor of 0.95, and other
channels yielded similar values. The values of these three
schemes bracket those observed experimentally.

In conclusion, the ‘‘neural cancellation filter’’ is inher-
ently sensitive to a time reversal, and this can readily result
in a difference in the strength of pitch cues. The ACF is by
definition insensitive to phase, although hair-cell adaptation
and transduction introduce a certain degree of phase sensi-
tivity in practice. A short integration window also causes
phase dependencies, but a model based on a short window is
not properly defined unless it specifies how the fluctuating
pattern~ACF or other! should be sampled in time. Differ-
ences in sensitivity to phase are a minor exception to our
main conclusion that ACF and cancellation models are
equivalent and can be used interchangeably.

V. SUMMARY

Multiplication or excitatory neural interaction as used in
the family of autocorrelation models of pitch perception can
be replaced by subtraction or inhibitory neural interaction to
form a corresponding family of cancellation models. The be-
havior of the models is the same to a first approximation, and
cancellation models can account for much the same set of
pitch phenomena as autocorrelation models. To a second ap-
proximation, the cancellation models differ in some ways
from their autocorrelation counterparts. Whereas autocorre-
lation is largely phase insensitive, cancellation-based models
show a sensitivity to phase that may allow them to account
for phenomena such as the different sensations evoked by
stimuli reversed in time. Cancellation is more flexible as a
‘‘building block’’ for auditory processing than multiplicative
or excitatory interaction, as it leaves a ‘‘residue’’ that can be
analyzed in turn. Cancellation models can thus be built to
account for the perception of multiple pitches evoked by
concurrent harmonic sounds such as simultaneous musical
notes. Harmonic cancellation seems to be a major mecha-
nism underlyingF0-guided segregation, and it makes sense
to assume that the other main ‘‘client’’ of periodicity,
namely pitch, is derived from a cancellation-based mecha-
nism. Indeed, given that the need for sound segregation is
probably older and more important for survival than musical
pitch perception, one could speculate that pitch might be a
‘‘spin-off’’ of mechanisms that evolved for the purpose of
sound segregation.

The cancellation model has the same requirement of de-
lay lines as does the AC model~and also neural cancellation
models of F0-guided segregation!, and the lack of physi-
ological evidence for these delay lines is a major problem. It
is conceivable that the delay lines exist but that technical
difficulties prevent recording from them directly. It is also
possible that patterns involvingminima of activity were
overlooked by researchers expecting maxima. If so, the dif-
ferent perspective taken by the present model might be of
use in future investigations.

What sets the AC model apart from the pattern matching
models of Wightman~1973!, Terhardt~1974!, and Goldstein
~1973! is not so much its principle of time-domain periodic-

ity estimation as the fact that it does not require a separate
stage of pattern matching. For ‘‘unresolved’’ channels the
pitch cue is obtained directly from the ACF and from ‘‘re-
solved’’ channels it is obtained by simple comparison or
summation of ACFs across channels. Pattern matching is of-
ten thought of as being based on place cues, but this is not
essential. Goldstein and Srulovicz~1977! suggested that the
spectral pitches required for pattern matching could be deter-
mined from auditory nerve fiber interspike interval statistics,
measured by ISI histograms. The ISI histogram can be re-
placed advantageously in this role by the AC histogram, and
autocorrelation in turn might be replaced by cancellation, to
form a pattern-matching model in which spectral pitch cues
are cancellation based. The advantage of cancellation over
the AC or ISI histograms in this context is that partials that
are too close to be resolved by peripheral filtering might be
resolved within channels by the multiple period estimation
version of the cancellation model. That is important if one is
to account for the perception of the pitches of concurrent
sounds, whose partials may be very close in frequency. The
disadvantage of this proposition, relative to the AC model or
the models discussed in Secs. I–III, is of course that it leaves
out entirely the issue of how pattern matching is performed.
On the other hand, as periods of most harmonics are shorter
than the fundamental period, the problem of delay lines is
somewhat eased.

Carlyon ~1996, 1997! found that two concurrent sounds
restricted to a spectral region where their components were
not resolvable~3900–5400 Hz! did not evoke two pitches.
This contradicts, at least in those conditions, our proposal
that several periods may be determined within the same
channel. Carlyon has investigated other situations in which
perceptual acuity differs between stimuli made of ‘‘unre-
solved’’ components~high frequency and/or closely spaced!
and those made of ‘‘resolved’’ components~low frequency
and/or widely spaced!. Performance on pitch tasks is usually
best for the latter, and comparison between the two may be
poor ~Carlyon and Shackleton, 1994!. All this argues against
a single mechanism that treats all spectral regions alike, such
as the AC model or the models of Secs. I–III, and rather in
favor of a pattern-matching mechanism for the resolved re-
gion ~for how else can we explain the importance of resolu-
tion?!. By ‘‘resolved,’’ it is usually understood that periph-
eral filters are sufficiently sharp to resolve partials of each
soundby itself.It is not clear how this property might extend
to partials of sounds that are mixed, in particular with small
F0 differences (DF0). In one concurrent vowel experiment,
a DF0 of 0.4% improved identification of a vowel that was
15 dB weaker than its competitor. In another, aDF0 of 3%
improved identification of a vowel that was 25 dB weaker
than its competitor~de Cheveigne´, 1997c!. In such difficult
conditions, it is hard to imagine a partial of the weaker vowel
being isolated within any channel, and this casts doubt on
whether ‘‘resolvable’’ partials are actually resolved when
F0-guided segregation occurs. Within the context of the neu-
ral cancellation model that Sec. III is based upon, the advan-
tage of the region of ‘‘resolved partials’’ might be explained
by the fact that neural cancellation is imperfect, and better
performed after a first step of linear analysis has improved
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the signal-to-noise ratio~see also Meddis and O’Mard, 1997
for another explanation!. It is clear that this issue requires
more investigation.
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INTRODUCTION

An investigation of the scattering of time-harmonic,
elastic waves by a spatially limited region of highly struc-
tured heterogeneity in an otherwise homogeneous plate
bounding a fluid half space, was reported in a recent series of
papers.1–5 The heterogeneity refers to a variation of a plate
property, i.e., the bending stiffness or the surface mass den-
sity. Primary attention was applied to a specific regime of
parameters which characterize the scattering problems, and
the research issues relevant to these parameters. To set the
issues of the present work in a proper context, we briefly
describe the characteristics of the scattering problems and the
research issues addressed.

The length,l, of the flexural waves which would obtain
in a homogeneous background plate response is one param-
eter. This is used to distinguish between a macroscale and a
microscale, as applying to a variation that is observed in
distances of the order ofl and much smaller thanl ~say
l/20 and smaller!, respectively. Acomplex scattereris de-
scribed as a local region of heterogeneity which requires de-
scription on both the macro and micro scales. Thus, the size
of the region of heterogeneity is of a macroscale length.
Then, the variation in the heterogeneity can have two com-
ponents, a macroscale component observed in distances of
the order ofl and a microscale component observed in dis-
tances much smaller thanl. The plate response in the pres-
ence of the articulated complex heterogeneity can similarly
be resolved into macroscale and microscale components. The
microscale, or ‘‘detail,’’ component is a variation which av-
erages to zero over distances of the order ofl. It is only the
macroscale component of the plate response, also termed the
spatially smoothed plate response, that results in acoustic
field which radiates to significant distances from the plate.
Variation in the plate response that is described on length
scales smaller thanl results in an acoustic field, in the fluid
half space, which lies in the evanescent part of the spectrum.
The specific research issues addressed in Refs. 1–5 relate to

the effects of the microscale heterogeneity on the macroscale
response. A self-consistent formulation expressed only in the
macroscale component of the plate response was developed.
The ‘‘footprint’’ of the small scale interior heterogeneity
structure, i.e., the microscale heterogeneity, appears in the
obtained formulation as an ‘‘across-scale coupling opera-
tor,’’ or ‘‘effective material operator’’~EMO!. It is this op-
erator, then, that describes the complex scatterer as determin-
ing the far-radiated acoustic field.

The norm of this across-scale coupling operator was
shown to vanish in the case of a heterogeneity in the mass
density of the plate.1 The physical implication of this is: a
mass density variation, which averages to zero over regions
of the size of a fraction of a wavelength, has no effect on the
component of the plate response, which results in a radiation
of sound to far distances. The norm of the across-scale cou-
pling operator was shown to be finite in the case of a hetero-
geneity in the local bending stiffness of the plate.2,3 The
physical implication of this is: a bending stiffness variation
which averages to zero over regions of the size of a fraction
of a wavelength does affect the component of the plate re-
sponse which radiates as sound to far distances in a fluid
bounded by the plate. Now, leth(x) denote a heterogeneity
of a complex scatterer character;h(x)5m(x) or h(x)
5q(x) for a mass or stiffness heterogeneity, respectively.
An effective measure ofh(x) is defined as thesmoothhet-
erogeneityh~eff!(x) that gives rise to a plate response identi-
cal to the smooth component of the plate response associated
with h(x). Thus, the complex scattererh(x) and its effective
measureh~eff!(x) ‘‘look the same’’ when observed in the far
field, but h~eff!(x) is ‘‘simpler’’ than h(x). With the results
articulated above,m~eff!(x) is merely the smooth component
of m(x), while q~eff!(x) cannot be obtained by a mere
smoothing ofq(x). The existence of the effective measure
q~eff!(x) and its derivation in the context of multiresolution
analysis are first treated in Refs. 3 and 4.

The study reported in this paper is of the effects of a
second complex scatterer located some fixed distance from

1273 1273J. Acoust. Soc. Am. 103 (3), March 1998 0001-4966/98/103(3)/1273/9/$10.00 © 1998 Acoustical Society of America



the first. It is shown analytically and numerically that the
across-scale coupling operator which applies for the pair of
scatterers is equal to the algebraic sum of those which apply
for the isolated scatterers. The demonstration will be limited
to the case of a bending stiffness variation; the demonstration
for a mass variation follows in a similar manner, but is much
less interesting in comparing zero with the sum of zeros.

Before presenting the details of the study, the issue to be
studied might be further clarified. There is no question that
the ‘‘smoothed’’ plateresponse fieldfor the pair of scatterers
cannot be estimated by summing the similarly smoothed
plate response fieldsobtained for each of the scatterers in
isolation. The coupling effects of multiple scattering are well
appreciated. The issue is whether the effects of this coupling
can be correctly estimated by a formulation expressed in the
smoothed response field, in which the rule for obtaining the
across-scale-couplingoperator of the two scatterers need not
incorporate any scatterer/scatterer coupling.

A major advantage of the two-step approach of first es-
timating the across-scale-coupling operator and then solving
for the smoothed plate response field is the demonstrated
conclusion that one can neglect all scatterer/scatterer cou-
pling in the first step. This coupling is only significant in the
second step, in a formulation that does not require calcula-
tions involving heterogeneity on scales of the order of the
interior structure of the scatterers.

The outline of the paper is as follows: In Sec. I, the
mathematical framework for resolving heterogeneity and re-
sponse fields according to length scales and the derivation of
the formulation governing the smoothed component of the
response field in a general scattering formulation are re-
viewed. The application of these to scattering in a thin, lin-
early elastic plate which contains a stiffness heterogeneity of
the complex character articulated above is demonstrated in
Sec. II. Then, in Sec. III, the heterogeneity as a pair of scat-
terers, separated by an arbitrary but fixed distance and each
containing an interior structure, is introduced. The size of the
individual scatterers are restricted to be of the size of a wave-
length, defined for a narrow-band excitation and the homo-
geneous background plate; the interior structures describe a
variation on a scale that is a factor of 20 to 50 times smaller.
Subject to these restrictions, it is shown that in the
asymptotic regime in which 20 to 50 is a large number, the
across-scale-coupling operator depends only on the local
properties of the plate, i.e., the properties in a neighborhood
of a size equal to a fraction of a wavelength. In Sec. IV,
numerical results for the effective measures obtained for the
pair of scatterers and obtained by adding the results for the
two scatterers in isolation are shown and compared. Also
presented are calculations of the smoothed component of the
plate response field obtained for the pair of scatterers and
obtained by adding the results of response fields for the two
scatterers in isolation. Clearly demonstrated is while one
must incorporate scatterer/scatterer coupling for estimating
the smoothed response field, one can neglect this coupling in
estimating the effective measures. Finally, in Sec. IV, sum-
mary remarks are offered.

I. A WAVELET BASED PHASE-SPACE

The theory of multiresolution decomposition~MRD!
and orthogonal wavelets6,7 provides a natural framework for
the study of inter-scale coupling processes. There is a rapidly
growing literature on the application of wavelet transforma-
tions to operators, e.g., the studies reported in Refs. 8–12.
The main concern the studies reported is computational, to
reduce the number of operations required for the inversion of
certain classes of operators by applying wavelet transforma-
tions and thereby reducing a densely populated matrix to one
that is sparsely populated. The approach followed will not
reduce the number of operations for the complex scatterer
problem of interest here, however, since its effectiveness re-
quires a smoothness in the system heterogeneity. In a study
more closely related to the complex scatterer problem,13 the
MRD theory was used to achieve a numerical homogeniza-
tion, i.e., to formulate an equation with slowly varying coef-
ficients whose solution has the same large scale behavior as
that of the original equation. While this study has some re-
lationship to previous studies of the present authors,1,2 the
motivations were clearly different. Thus, the work in Ref. 13
is devoted mainly to a sophisticated ‘‘decimation’’ process
in which efficient numerical algorithm for estimating the
large scale response component is developed. Left unad-
dressed are all of the questions articulated in the Introduction
of the present paper. Addressing these questions requires a
different viewpoint and, subsequently, a different analysis.
Below the MRD theory is briefly summarized in a manner
tailored to the class of problems of interest.

A. Representation of functions

Some terminology is required. A wavelet-based phase-
space representation of a function is expressed as a linear
sum; i.e., a synthesis, ofshifted and dilated window func-
tions, termed ‘‘wavelets.’’6 The term ‘‘mother wavelet’’ is
used to identify a particular window function, the shifts and
dilations of which result in an appropriate ‘‘wavelet sys-
tem.’’ Then, the term ‘‘discrete’’ applies if the linear sum for
representing a function requires only finite increments of
shift and dilation. Finally, the term ‘‘orthogonal’’ applies if
the wavelets are mutually orthogonal. Discrete, orthogonal
wavelet systems represent a particular class of systems; a
mathematical description of the system can be given in terms
of the properties of the mother wavelet used for generating it.

One can truncate the wavelet sum at some arbitrarily
chosen dilation, and thereby suppress variability on scales
larger than the one that corresponds to the cutoff dilation.
This truncation can be identified with a ‘‘high-pass’’ filter-
ing. The truncated representation can once again be made
complete by adding its ‘‘complement’’ to it. Moreover, this
complement can be given representation as a linear sum of
shifted window functions. The window function to be shifted
is a properly dilated function that has a precise relationship
to the mother wavelet. This function is termed a ‘‘scaling
function.’’ Like the mother wavelet, the scaling function is
defined independently of an absolute length. For an orthogo-
nal system, the set of shifted, properly dilated replicas of the
scaling function are mutually orthogonal among themselves
and are orthogonal to the wavelets.
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The complete representation of an arbitrary function in
terms of its ‘‘smooth’’ component, represented by a sum of
shifted, properly dilated replicas of the scaling function, and
its ‘‘detail’’ component, represented by a truncated sum of
wavelets, is expressed by

f ~x!5 f s~x!1 f d~x!, ~1a!

where

f s~x!5(
n

F jn
s f jn~x!, F jn

s 5^ f ,f jn&, ~1b!

and

f d~x!5 (
m5 j

(
n

Fmn
d cmn~x!, Fmn

d 5^ f ,cmn&. ~1c!

Thef jn52 j /2f(2 j x2n) are the shifted (n), properly dilated
( j ) replicas of the scaling function and thecmn

52m/2c(2mx2n) are the wavelets.̂•,•& denotes a scalar
product. Notice that the wavelet sum is truncated at the di-
lation level,m5 j . The described representation applies for
discrete, orthogonal wavelet systems.

One particular scaling function and its associated mother
wavelet, the cubic-spline Battle–Lemarie system,6,7 provide
the framework for our studies. These are illustrated in Fig. 1.

The partial sum represented byf s(x) describes thatcom-
ponentof the variation off (x) that applies for length scales
equal to the chosen reference length scale 22 j or larger. The
partial sum off d(x), given by a specified value form, de-
scribes thatcomponentof the variation off (x) that applies
for the specified length scale 22m. This interpretation sug-
gests the terminology of a ‘‘multiscale decomposition’’ in
referring to the representation.

B. Representation of operators

The set of functions defined by the wavelets, truncated
at an arbitrarily chosen dilation level (j ), and the properly
dilated replicas of the scaling function provide for a matrix
representation of an operator. LetA denote an arbitrary op-
erator. Its matrix representation can be partitioned into four
submatrices (A(s,s),A(s,d),A(d,s),A(d,d)), with elements de-
fined as follows:

Ajn, jn8
~s,s!

5^Af jn,f jn8&,

Ajn,m8n8
~s,d!

5^Af jn,cm8n8&, ~2!
Amn, jn8

~d,s!
5^Acmn,f jn8&,

Amn,m8n8
~d,d!

5^Acmn,cm8n8&.

There is a dual interpretation to the four submatrices as de-
scribing a partitioning of the operatorA defined on a func-
tion space which, for the theory of a multiresolution decom-
position, is required to be anL2(R) space. This dual
interpretation accepts the four submatrices as representing
the action of theA operator on the two subspaces ofL2(R),
the subspace of smooth functions and of detail functions, as
this term is determined by the chosen reference scale. Thus,
for the submatricesA(s,s) andA(d,s), the operator acts on the
subspace of smooth functions; for the submatrices,A(s,d) and
A(d,d), the action is applied to the subspace of detail func-
tions. For the submatricesA(s,s) andA(d,d), the result on the
action is ‘‘projected’’ onto the same function subspace on
which the action was applied. For the submatricesA(d,s) and
A(s,d), the result of the action is projected on the complement
of the function subspace to that on which the action was
applied. The suggested terminology is thatA(s,s) andA(d,d)

represent intrascale operators, whileA(d,s) and A(s,d) repre-
sent interscale operators.

C. Representations of scattering problems

The scattering problem can be expressed as an integral
equation with the algebraic structure,

w5w01G Hw, ~3!

wherew is a measure of the wave field in the structure, i.e.,
the plate;w0 is the same measure for a structure with the
region of heterogeneity absent;H is an operator that de-
scribes the interaction of the wave field with a scatterer, and
G is an operator that describes the distribution of the effects
of this interaction throughout the structure; it is a propagator.
Depending on the specifics of the scatterer, theH operator
can be algebraic, differential, or perhaps require an integral,
i.e., nonlocal, representation. TheG operator is nonlocal.

FIG. 1. The cubic spline Battle–Lemarie multiresolution system.~a! The scaling functionf(x). ~b! The waveletc(x).
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Applying the Galerkin method to an integral equation
represented by Eq.~3! results in a system of algebraic equa-
tions on the coefficients for describingw(x) in a wavelet-
based phase-space.1–4 This system of algebraic equations can
be interpreted, then, as providing a phase-space representa-
tion of a scattering problem. To ‘‘solve’’ the scattering prob-
lem, one first inverts the constructed system of algebraic
equations to obtain the coefficients ofw(x), followed by the
synthesis of Eqs.~1a!–~1c!.

The system of algebraic equations governing the coeffi-
cients ofw(x) can be written as follows:

~ I 2F!sW2CdW 5sW0 , 2C̄sW1~ I 2C!dW 50. ~4!

The coefficients ofw(x) which apply to the properly
dilated replicas of the scaling function are collected insW and
those which apply to the wavelet functions are collected indW .
Thus,sW representsws(x) anddW representswd(x).

The matrix operatorsF, C, C, C̄ are the four subma-
trices that represent the combined operatorG H via a de-
composition similar to ~2! with A=G H: F5Ass, C

5Add, C̄5Asd, C5Ads. The matrix elements are given by

Fn8,n5^G Hf jn ,f jn8&,

Cm8n8,mn5^G Hcmn ,cm8n8&, ~5!
Cn8,mn5^G Hcmn ,f jn8&,

C̄m8n8,n5^G Hf jn ,cm8n8&.

A formulation tuned to govern the smoothed response
measuresW can be derived from~4! via a two-step procedure.
In the first step one uses the lower half of~4! to formally
solve fordW in terms ofsW,

dW 5~ I2C!21C̄sW. ~6!

This last result states that the relation betweendW andsW ~or the
relation between the small scale and large scale responses! is
independent of the problem forcing, and it proves to be use-
ful in subsequent derivations. An exact, self-consistent for-
mulation governingsW is obtained now by substituting Eq.~6!
back in the upper half of Eq.~4!,

~ I2F2C~ I2C!21C̄!sW5sW0 . ~7!

D. The footprint of small scale structure in large
scale response

The interpretation of a scaling function as a low pass
filter with a cutoff spatial frequency determined by the scale
22 j conveys the interpretation of the matrix operatorF as a
representation ofG H smoothed on a reference scale 22 j .
Thus, the small scale structure information inF has been
eliminated. The effect of the small scale structure on the
large scale response is expressed via the presence of the op-
eratorC(I2C)21C̄, termed theacross scales coupling op-
erator or the effective material operator~EMO!. A general
measure of the potential degree of this effect is the EMO
norm; if iEMOi!iFi , then the small scale structure has
practically no effect on the large scale response. If these

norms are comparable, then a small scale heterogeneity can
have a significant effect on the large scale response. An es-
timate of the EMO norm requires one to specify the structure
of the operatorsG andH.

Of special interest is the case in whichH is an algebraic
multiplication operator andG is an integral operator. Then,
for every f (x) one has

H f ~x!5h~x! f ~x!, ~8!

G f ~x!5E G~x,y! f ~y!dy, ~9!

provided the integral exists. Hereh(x) and G(x,y) are
known functions, the former represents a heterogeneity field
and the latter represents a response measure associated with
an appropriately defined background problem~usually one
defined by a constant coefficients differential equation!. It
has been shown1–4 that whenH andG take the form of Eqs.
~8! and ~9!, the EMO norm is essentially determined by the
irregularity order ofG(x,y) at the originx5y. For highly
irregular kernels the EMO norm can beO(1), whereas for
smooth kernelsiEMOi!1. The former represents the cases
for which the small scale heterogeneity can have a significant
effect on the large scale response, and the latter represents
cases in which it has practically no effect. Another result that
holds in the latter case follows directly from Eq.~6!,

idW i!isWi⇔iwdi!iwsi . ~10!

This result will prove to be extremely important.

II. SCATTERING ON A THIN LINEARLY ELASTIC
PLATE

The differential equation governing the motion of a thin
linearly elastic plate with a one-dimensional stiffness hetero-
geneity,Q(x), subject to a time harmonic line forcing,F(x),
is given by

d2

dx2FQ~x!
d2

dx2
w~x!G2v2mw~x!5F~x!, ~11!

where w(x) is the flexural ~transverse displacement! re-
sponse of the plate,m is the surface mass density of the
plate, andv is the radian frequency. The time harmonic
dependencee2 ivt has been suppressed. We shall define the
local normalized~nondimensional! fluctuating component of
Q(x) via the relation

Q~x!5Q0@11q~x!#, ~12!

in which the constantQ0 is interpreted as the stiffness asso-
ciated with the homogeneous ‘‘background’’ plate. The con-
stantsQ0, m andv define the background wave number,

K f 0
5S v2m

Q0
D 1/4

. ~13!

It is the wave number of the free waves that propagate in the
homogeneous background plate. For convenience, we shall
normalize the physical coordinatex with respect to the back-
ground wave number via
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x°
K f 0

x

2p
5

x

l f 0

. ~14!

Herel f 0
is the wavelength associated withK f 0

. Expressed in
the new dimensionless variable,x, the equation of motion
takes the form

d2

dx2F ~11q~x!!
d2

dx2
w~x!G2~2p!4w~x!5 f ~x!, ~15!

where f (x)5 (l f 0

4 /Q0) F(x) is the normalized forcing. A

formulation governing the background plate is readily ob-
tained from Eq.~15! by settingq(x)50. Similarly, the cor-
responding Green’s functionG(x) satisfies

d4

dx4
G~x2x8!2~2p!4G~x2x8!52d~x2x8!, ~16!

whered(x) is the Dirac delta function. The last equation can
be solved analytically. The result is

G~x!52
1

32p3
~ iei2puxu2e22puxu!. ~17!

With the help of Eqs.~16!–~17!, Eq. ~15! can be trans-
formed to an integral equation formulation. To achieve this,
the term containing the heterogeneity, (d2/dx2) @q(x) (d2/
dx2) w(x)], is moved to the right hand side, and the solution,
w(x), written as a convolution of the background problem
Green’s functionG(x), with the extended source term,
f (x)2@q(x)w9(x)#9. The result is

w~x!5w0~x!1E G~x2y!@q~y!w9~y!#9dy, ~18!

wherew0(x) is the background system response to the forc-
ing f (x),

w0~x!52E G~x2y! f ~y!dy. ~19!

Equation~18! is integro-differential. It can be transformed to
a Fredholm integral equation of the second kind governing
w9(x)—the inverse of the local radii of curvature of the
plate. Thus, taking a second derivative of Eq.~18! with re-
spect tox obtains

u~x!5u0~x!1E G9~x2y!@q~y!u~y!#9dy, ~20!

whereu(x)5w9(x) andu0(x)5w09(x). Next the rhs is inte-
grated by parts twice, and Eq.~16! used to express the fourth
derivative ofG(x) in terms ofG(x). The result is

u~x!5u0~x!1E G~x,y!q~y!u~y!dy, ~21a!

whereG(x,y) is a kernel function given by

G~x,y!5~2p!4G~x2y!2d~x2y!. ~21b!

This is a second kind Fredholm integral equation scattering
formulation, identical to that in Eq.~3! with the special
forms in Eqs.~8! and ~9!. It is seen in Eq.~21b! that the
kernel associated with the integral equation formulation is

highly irregular. In light of the discussion in Sec. I D and
Refs. 2–4, the conclusion follows that a small-scale stiffness
heterogeneity@small-scale variation ofq(x)] can have a sig-
nificant effect on the large-scale responseus(x). This is dem-
onstrated numerically in Sec. IV.

An alternative formulation, similar in form to that of
u(x) in Eq. ~21a!, but with a smoother kernel can be derived.
Performing the integration overd(x2y) and moving the re-
sult to the left hand side obtains

u~x!@11q~x!#5u0~x!1~2p!4E G~x2y!q~y!u~y!dy.

~22!

This suggests a rewriting the scattering formulation in terms
of the normalized local bending moment,T(x):

T~x!5u~x!@11q~x!#, ~23!

which yields„u0(x)5T0(x)…

T~x!5T0~x!1~2p!4E G~x2y!r ~y!T~y!dy, ~24a!

with

r ~y!5
q~y!

11q~y!
512

1

11q~y!
. ~24b!

This scattering formulation, written now on the bending mo-
mentT(x), has the same standard form of Eq.~13! with Eqs.
~8! and~9!—a property shared also by the scattering formu-
lation ~21a!. However, unlike the formulation in~21a!, the
integral operator kernel function (2p)4G(x2y) as well as
its first two derivatives are continuous at the origin (x5y).
Thus, the corresponding EMO norm is very small compare
to iFi ~see, for example, Refs. 2–4!. Thus, small scale
variation of r (x) has practically no effect on large scale re-
sponse. As a consequence, the scattering formulation govern-
ing the large scale component ofT(x) is identical to Eq.
~24a!, but with r (x) replaced by its large scale component
r s(x),

Ts~x!5T0~x!1~2p!4E G~x2y!r s~y!Ts~y!dy, ~25a!

where, with Eq.~24b!,

r s~y!512S 1

11q~y! D
s

. ~25b!

Furthermore, the local constitutive relation~23!, in conjunc-
tion with ~10! can be approximated by (iTsi@iTdi)

us~x!.Ts~x!S 1

11q~x! D
s

. ~26!

From Eqs.~25a!–~26! it is seen that the only heterogen-
eity measure relevant for the computation ofus(x) is ~1/@1
1q(x)]) s. In other words,
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1

11q ~eff!~x!
5S 1

11q~x! D
s

⇒q~eff!~x!5F S 1

11q~x! D
sG21

21, ~27!

whereq~eff!(x) is the effective measure of the heterogeneity
variationq(x). The computational role ofq~eff! is clarified by
the following steps. Use Eq.~27! to express the relation in
Eq. ~26! in terms ofq~eff!(x),

Ts~x!.us~x!@11q~eff!~x!#. ~28!

Similarly, expressr s(x) in Eq. ~25b! in terms ofq~eff!(x),

r s~x!5
q~eff!

11q~eff!~x!
. ~29!

Use the last two expressions to rewrite the integral equation
formulation ~25a! in terms ofus(x) andq~eff!(x),

us~x!@11q ~eff!~x!#5u0~x!1~2p!4E G~x2y!

3q~eff!~y!us~y!dy, ~30!

an alternative form of which is

us~x!5u0~x!1E G~x,y!q~eff!~y!us~y!dy, ~31!

where G(x,y) is the same kernel as that of the complete
formulation written foru(x) in Eqs. ~21a! and ~21b!. Thus,
the formulation written directly for the large scale response
measureus(x) is identical to that written foru(x), with the
heterogeneity q(x) replaced by its effective measure
q~eff!(x). Certainly, one can use now Eq.~31! as a starting
point, and reverse the steps that lead from the differential
equation~11! to the integral equation formulation. The re-
sultant differential equation formulation is then

d2

dx2FQ~eff!~x!
d2

dx2
ws~x!G2v2mws~x!5F~x!, ~32!

where ws(x) is the large scale response component, and
Q~eff!(x)511q~eff!(x).

III. THE TWO SCATTERERS EXPERIMENT

The only nonlocal operation involved with the compu-
tation of q~eff!(x) is the smoothing. The rest are algebraic.
The smoothing operator, however, becomes local when ob-
served on length scales that are large compared to the
smoothing length scale 22 j ~reference scale!. One usually
chooses the reference scale to faithfully describe variations
on the length scale of the background wavelengthl. Thus,
the reference scale 22 j shall be, say,l/4 or l/8. It follows
that the effective property measure is local with respect to
the wavelength.

Let q1(x) and q2(x) be two highly structured stiffness
heterogeneity functions, and letq3(x) be the stiffness hetero-
geneity that corresponds to the sum of the two heterogeneity
measures,

FIG. 2. Examples of stiffness heterogeneity that constitute complex scatter-
ers.~a! Complex scattererq1(x). ~b! Complex scattererq2(x). ~c! Complex
scattererq3(x)5q1(x)1q2(x).
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q3~x!5q1~x!1q2~x!. ~33!

Let I 1 andI 2 be the intervals in space in whichq2(x)Þ0 and
q1(x)Þ0, respectively. Assume the intervals do not overlap.
If the distance betweenI 1 andI 2 is measured on the large
scale, the local property of the effective measure yields

q3
~eff!~x!5q1

~eff!~x!1q2
~eff!~x!. ~34!

That is:effective measures can be superimposed, if their cor-
responding scatterers are isolated when observed on the
large scale.

IV. NUMERICAL EXAMPLE AND CONCLUSIONS

The nondimensional~normalized! formulation~15! with
the normalized space coordinate system denoted by~14! is to
be used throughout this section. Thus, the length scale asso-
ciated with the background system response equals one unit
@see~17!#. The reference, or smoothing, length scale, 22 j , is
chosen to correspond tol/8, thus j 53. Two complex scat-
terers were synthesized with a random number generator.
The corresponding stiffness distributionsq1(x) and q2(x)
are shown in Fig. 2~a! and ~b!. Their supports are spatially
disjoint. A third complex heterogeneityq3(x) given by the
sum ofq1(x) andq2(x) @see Eq.~33!# is shown in Fig. 2~c!.
In all three complex scatterers, the length scale for observing
the inner structure is in the order ofl/20 (l51). The outer
dimensions ofq1(x) and ofq2(x) as well as the spatial sepa-
ration between them are in the order of a fewl. With the
chosen reference scale, the smooth component of the hetero-
geneity vanish,

qi
s~x!50 for i 51,2,3. ~35!

Thus, the scatterers under consideration possess only micro-
scale heterogeneity.

Assume the system is subject to a point forcingf (x)
5d(x2x8) located atx85210. The background system re-
sponse to this forcing is given byu0(x)5G(x2x8), where
G(x) is given in Eq. ~17!. This background response is
shown in Fig. 3. Denote byui

s(x), ui
d(x), andui(x) the

macroscale, microscale, and complete responses associated
with the heterogeneityqi(x), subject to the forcingf (x).

Consider the following demonstration of a footprint of
the microscale heterogeneity in the macroscale response.
Figure 4~a!–~c! applies to the plate responses associated with
q1(x), q2(x), andq3(x), respectively. Shown are the mag-

FIG. 3. The backgroud system responseu0(x)5G(x2x8).

FIG. 4. Magnitudes ofus(x), ud(x), andu(x) associated with~a! q1(x), ~b!
q2(x), and~c! q3(x).
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nitudes of the complete responseui(x) and the magnitudes
of its macroscale and microscale componentsui

s(x) and
ui

d(x). Clearly, ui
s(x) in all cases differ considerably from

the background system response shown in Fig. 3. Thus, as
anticipated by the presented analysis, small scale stiffness
heterogeneity can have a significant effect on large scale re-
sponse.

Figure 5 allows a comparison ofu3
s(x) with the syn-

thetic fieldū(x)5 1
2u1

s(x)1 1
2u2

s(x). The multiplication factor
1/2 has been inserted in the latter to make the total source
intensities ofu3

s(x) and of ū(x) equal. It is seen that the
magnitudes differ considerably. Thus,one must incorporate
scatterer/scatterer coupling for estimating the macroscale
response component.

Finally, Fig. 6 contains a demonstration that the effec-
tive measures for a pair of spatially disjoint scatterers is cor-
rectly given by the algebraic sum of the effective measures
for the isolated scatterers. Thus, the lines representing the
effective measure ofq3(x) and the sum of the effective mea-
sures ofq1(x) andq2(x), in Fig. 6~a!, are indistinguishable
to within the graphic resolution of the figure. Figure 6~b!
contains a demonstration of the fidelity of the effective mea-
sure in determining the macroscale response,u3

s(x), by re-
producing thecompleteresponse associated withq3

~eff!(x).
The curves are in good agreement. These last results are
consistent with the assertion in Sec. III thatone can neglect
scatterer/scatterer interaction in estimating the effective
measures.
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Inhomogeneous absorption and geometric acoustics
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The conventional formulation of geometric acoustics in the presence of inhomogeneous~spatially
varying! absorption is examined. This formulation is found to fail under conditions of multipath
propagation, because interference between ray paths is not taken into account when the absorptive
losses are calculated. The example of high-frequency attenuation due to a surface bubble layer is
studied, and Weston’s correction term is discussed. ©1998 Acoustical Society of America.
@S0001-4966~98!03003-3#

PACS numbers: 43.20.Dk, 43.20.Hq, 43.30.Cq@JEG#

INTRODUCTION

The geometric acoustics approximation is an efficient
technique for modeling propagation in waveguides that are
range dependent, especially at high frequencies and for
broadband signals~see, e.g., Weinberg and Keenan1!. Due to
accumulated phase errors, however, the geometric approxi-
mation is not uniformly valid in range, and it breaks down at
sufficiently large ranges. Precise estimates of this breakdown
range, such as that given by Tappert and Tang2 in a situation
characterized by ray chaos, are difficult to confirm.

In this paper, another cause for concern about the uni-
form validity of geometric acoustics is investigated. Suppose
that the non-negative volume absorption coefficienta de-
pends on positionr in a significant way:a5a(r ). This is
called inhomogeneous absorption. In ocean acoustics, for ex-
ample,a depends on the temperatureT(r ) and it is typical
that T(r ) varies rapidly with depth in the thermocline and
varies rapidly with range at ocean fronts. Another example
drawn from ocean acoustics is resonant absorption due to a
near-surface bubble layer, in which casea varies with depth
on a scale of a few meters or less. If a ray trajectory is
denoted byr (s), wheres is the distance along the ray, then
the cumulative absorption along this ray is

b5E a„r ~s!…ds, ~1!

and the ray amplitude is attenuated by the amount

G5exp~2b!. ~2!

This is the conventional description of absorption within the
framework of the geometric approximation.

The above-described conventional treatment of inhomo-
geneous absorption has been called3 ‘‘non-deviative absorp-
tion,’’ because the ordering of absorption in the asymptotic
expansion leading to geometric acoustics is such that the rays
do not deviate from their trajectories in the absence of ab-
sorption. An alternative approach, called3 ‘‘deviative absorp-
tion,’’ requires the introduction of complex-valued ray tra-
jectoriesr (s). Thena„r (s)… must be analytically continued
into the complex plane, which is not in general possible be-
cause in most applicationsa~r ! is given in tabular form.
Furthermore, it is not known~even conceptually! how to
compute complex-valued eigenrays in realistic waveguides.

For these reasons, all practical ray-trace models known to the
author use the above conventional method for treating inho-
mogeneous absorption.

There are at least three difficulties with treating inhomo-
geneous absorption by the conventional method of geometric
acoustics. These are enumerated below.

~1! Sincea~r ! also depends on the acoustic frequencyf ,
often as a fairly rapidly varying function off , predictions of
broadband signal propagation may require computations of
b, specified in Eq.~1! above, for many different frequencies.
This reduces the efficiency advantage of ray-tracing models
compared to full-wave models, but in principle it is not a
fundamental difficulty.

~2! At finite frequencies, the ray trajectories are actually
tubes having a transverse width that can be estimated asymp-
totically in terms of the range-dependent Fresnel radius.
Then the integrand in theb integral, specified in Eq.~1!
above, should contain a weighting function to allow for the
thickness of the ray tube. This would greatly complicate ray
tracing. Even more, the Fresnel radius is inversely propor-
tional to the square root of frequency, and as in point~1!
above predictions of broadband signal propagation would re-
quire these complicated computations to be done at many
frequencies. These appear to be serious difficulties for ray
tracing with inhomogeneous absorption, and have not been
implemented to the author’s knowledge.

~3! For waveguide propagation, the occurrence of mul-
tipaths is typical. According to the above formulas, absorp-
tion is calculated along each ray without regard for other
rays. However, destructive interference between multipaths
can cause attenuation to be greatly reduced because no ab-
sorption can occur in regions where the field amplitude is
zero. Since the above formulas for ray attenuation do not
take into account multipath interference, there appears to be
a fundamental flaw in the conventional formulation of geo-
metric acoustics in the case of inhomogeneous absorption.
The third of these difficulties is the main subject of this
paper.

In the reduced wave equation, the absorption coefficient
appears in a product of the forma(r )p(r ), wherep(r ) is the
acoustic field. Thus ifp(r ) is small in some region due to
multipath interference, then little attenuation occurs in this
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region even thougha~r ! is large. An estimate of the multi-
path effect can be made as follows. Consider two locally
plane waves separated by the angleu. Multipath interference
gives nulls of the acoustic field in the transverse direction
separated byDz;1/k0 sinu, wherek052p f /c0 is the refer-
ence wave number andf is the acoustic frequency. If the
length scale of the inhomogeneous absorption in the trans-
verse direction isl , then validity of the geometric approxi-
mation requires thatl @Dz, or

k0l sin u>1. ~3!

For fixed angleu, this condition is always satisfied for a
sufficiently high frequency. For fixed frequency, however,
this condition is not satisfied for a sufficiently smallu, and
then geometric acoustics with inhomogeneous absorption
breaks down. In other words, the geometric approximation is
not uniformly valid in the multipath angleu. A particular
example of this nonuniform validity has previously been rec-
ognized by Weston.4

In the remainder of this paper, these ideas are analyzed
quantitatively. The analysis is based on the first-order para-
bolic approximation5 because this approximation is often ad-
equate for waveguide propagation where the grazing angles
are small, and because this approximation allows explicit and
physically intuitive calculations to be made. In Sec. I, this
small-angle parabolic approximation with inhomogeneous
absorption is introduced for propagation in the two-
dimensional vertical plane. The equations of conventional
geometric acoustics within the parabolic approximation are
developed in Sec. II, with special attention given to the ef-
fects of inhomogeneous absorption on the ray amplitudes.
Section III discusses multipath propagation using a coherent
summation over eigenray amplitudes and phases, and it is
shown that geometric acoustics contains a fundamental flaw
in the presence of inhomogeneous absorption. This flaw is
dramatically illustrated in Sec. IV, where the attenuation of
sound waves due to a near-surface bubble layer is considered
and Weston’s correction term4 is obtained. The main results
are summarized and discussed in Sec. V.

I. PARABOLIC APPROXIMATION

Throughout this paper, the depthz increases downward
from the surface boundary atz50, and the ranger increases
outward from the source atr 50. The acoustic pressurep is
related to the parabolic envelope functionc by

p~z,r !5~R0 /r !1/2c~z,r !exp~ ik0r !, ~4!

whereR051 m is the reference range, andk052p f /c0 is the
reference wave number. Heref is the acoustic frequency and
c0 is the reference sound speed. The parabolic wave equation
is

ik0
21 ]c

]r
52

1

2k0
2

]2c

]z2 1U~z,r !c, ~5!

where the complex-valued potential function is

U~z,r !5u~z,r !2 ia~z,r !/k0 . ~6!

The real part of the potential is

u~z,r !5@12n2~z,r !#/2, ~7!

and the acoustic index of refraction is specified as a function
of the sound speedc(z,r ) as

n~z,r !5c0 /c~z,r !. ~8!

The imaginary part of the potential contains the volume ab-
sorption coefficient per unit distance,a(z,r )>0. The fre-
quency dependence of the absorption coefficient is sup-
pressed in the notation, although of course it is important in
practice. Validity of the first-order parabolic approximation
requires that

uu~z,r !u!1, ~9!

and that

a~z,r !/k0!1. ~10!

The second inequality is interpreted as the condition that the
absorption per wavelength must be small.

The initial condition for an omnidirectional source at
depthz0 is

c~z,0!5~2p iR0 /k0!1/2d~z2z0!. ~11!

The conventional transmission loss from the source to the
field point at (z,r ), in units of dBre: 1 m, is

TL5210 log10@ up~z,r !u2#

5210 log10@~R0 /r !uc~z,r !u2#. ~12!

At very small ranges, the potential termU in Eq. ~5! can be
ignored. This yields uc(z,r )u2'R0 /r , and then TL
'20 log10(r /R0), which is the conventional expression for
spherical spreading in ocean acoustics. This explains the
source normalization in Eq.~11!. The boundary condition at
the surface is

c~0,r !50, ~13!

which is called the pressure-release condition. The boundary
condition at great depths is due to attenuation within the
bottom, and is

lim
z→`

c~z,r !50. ~14!

With the above initial condition and boundary conditions,
Eq. ~5! is a well-posed problem.

II. PARABOLIC RAY TRACING WITH ABSORPTION

The geometric approximation to the solution of Eq.~5!
is found by putting the ansatz

c~z,r !5a~z,r !exp@ ik0s~z,r !# ~15!

into Eq. ~5!, and then expanding the amplitudea in an
asymptotic series,

a5a~0!1k0
21a~1!1••• . ~16!

This is essentially a high-frequency approximation,k0
21

→0.
To leading order, the parabolic eikonal equation is ob-

tained:
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]s

]r
1

1

2 S ]s

]zD
2

1u~z,r !50. ~17!

It is important to note that onlyu, the real part ofU, appears
in the eikonal equation. This is because the imaginary part,
a/k0 , is formally one order higher in the asymptotic expan-
sion. The parabolic ray equations follow from Eq.~17! by
defining the grazing angle of propagation as

u5
]s

]z
, ~18!

and the total derivative along a ray as

d

dr
5

]

]r
1u

]

]z
. ~19!

Then by taking the partial derivative of Eq.~17! with respect
to z, one obtains the parabolic ray equations5

dz

dr
5u,

du

dr
52

]u

]z
. ~20!

The initial conditions arez(0)5z0 , andu(0)5u0 . Each ray
in the fan of rays from the source is labeled by the value of
the parameteru0 , which is interpreted as the launch angle.
Thus the solutions of the ray equations are denoted as
z(r ,u0) andu(r ,u0). The eikonal function along the ray la-
beled byu0 is found to be

s~r ,u0!5E
0

r

@ 1
2u

2~r 8,u0!2u„z~r 8,u0!,r 8…#dr8. ~21!

Next the ray variational equations are obtained for the
two quantitiesj(r ,u0)5]z/]u0 and h(r ,u0)5]u/]u0 . By
differentiating Eq.~20! with respect tou0 , one obtains the
linear equations

dj

dr
5h,

dh

dr
5v~r ,u0!j, ~22!

where

v~r ,u0!52
]2

]z2 u„z~r ,u0!,r …. ~23!

The initial conditions arej(0)50 and h(0)51. Caustic
contact points along the ray labeled byu0 occur at the ranges
wherej(r ,u0)50. Five functions have been defined along a
ray labeled byu0 ; these arez, u, s, j, andh. The sixth such
quantity, z(r ,u0)5]s/]u0 , is not independent since it can
be shown thatz5uj.

To next order in the expansion parameterk0
21, the

‘‘transport equation’’ for the ray amplitudea(0) is obtained.
Dropping the superscript~0! for notational convenience, this
linear equation is

]a

]r
1

]s

]z

]a

]z
1

1

2

]2s

]z2 a52a~z,r !a. ~24!

Note that the absorption coefficienta first enters the
asymptotic expansion in this order. Using Eqs.~18! and~19!,
this equation for the ray amplitude becomes

da

dr
1

1

2

]u

]z
a52a~z,r !a. ~25!

It is readily found that

]u

]z
5

]u

]z0
Y ]z

]z0
5

h

j
. ~26!

From the variational equations, Eq.~22!, it follows that

h

j
5j21

dj

dr
5

d

dr
ln j. ~27!

and thus the amplitude equation becomes

da

dr
1

a

2

d

dr
ln j52a~z,r !a. ~28!

This equation is readily solved to yield

a~r ,u0!5ã~r ,u0!G~r ,u0!. ~29!

Here ã(r ,u0) is the geometric spreading factor given by

ã~r ,u0!5@R0 /j~r ,u0!#1/2, ~30!

and the ray attenuation factor is given by

G~r ,u0!5exp@2b~r ,u0!#, ~31!

where

b~r ,u0!5E
0

r

a„z~r 8,u0!,r 8…dr8. ~32!

The normalization in Eq.~30! follows from the discussion
below Eq.~12! and the fact thatj'r for sufficiently smallr .
The correct branch of the square-root function in Eq.~30! is
determined by the Keller–Maslov index that is familiar from
the general theory of geometric acoustics. The new result
here is Eq.~32! which has been shown to follow rigorously
from the conventional formulation of geometric acoustics
within the parabolic approximation.

III. MULTIPATH PROPAGATION

In general, for waveguide propagation there are many
ray paths that connect the point source at (z0,0) to a point
receiver at (Z,R). This is called multipath propagation.
Since several uniformly valid methods for treating caustics
are known, and in this paper the main topic is inhomoge-
neous absorption that is an entirely distinct phenomenon, it is
henceforth assumed that the receiver location is not at a caus-
tic of the wave field.

The condition that rays from the source pass through the
receiver, called the eigenray condition, is

z~R,u0!5Z. ~33!

Roots of this equation are denoted byu0 j , j 51,2,...,J. Thus
there areJ paths, and one of them is labeled by the indexj .
The j th ray trajectory iszj (r )5z(r ,u0 j ), u j (r )5u(r ,u0 j ).
Then the eikonal function at the receiver is

sj5E
0

R

@ 1
2u j

2~r 8!2u„zj~r 8!,r 8…#dr8. ~34!
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The geometric spreading factor at the receiver for thej th ray
is

ã j5@R0 /j~R,u0 j !#
1/2, ~35!

and the attenuation is

G j5exp~2b j !, ~36!

where

b j5E
0

R

a„zj~r 8!,r 8…dr8. ~37!

The total field at the receiver is then obtained by coherent
addition of all multipaths:

c~Z,R!5(
j 51

J

ãjG j exp~ ik0sj !. ~38!

It is worth noting that this expression may be rewritten as

c~Z,R!5(
j 51

J

ãj exp~ ik0ŝj !, ~39!

where the complex-valued eikonal functionŝj is given by

ŝj5E
0

R

@ 1
2u j

2~r 8!2U„zj~r 8!,r 8…#dr8. ~40!

Here,U(z,r ) is the complex-valued potential function speci-
fied in Eq.~6! that contains absorption in the imaginary part.
The ray trajectories in this integral are real valued, however,
so this conventional treatment of inhomogeneous absorption
is not the ‘‘deviative’’ absorption developed in Ref. 3, where
the ray trajectories are complex valued.

Multipath interference is certainly included in this for-
mulation of geometric acoustics. It should be noted, how-
ever, that the attenuation along each ray does not take into
account the effects of multipath interference as is clearly
indicated in Eq.~37!. Therefore when the absorption coeffi-
cient is strongly inhomogeneous, which is the main subject
of this study, the above expression is not correct. The reason,
again, is that the effect of absorption is greatly reduced in
regions where multipath interference causes the total field
strength to be small. In the limit of a null in the total field, it
is physically obvious that no attenuation due to absorption
can occur at these points. It is surprising that this flaw in
geometric acoustics has not previously been pointed out, ex-
cept indirectly by Weston4 for the case discussed in the next
section.

IV. SURFACE BUBBLE LOSS AND DECOUPLING

The attenuation of high-frequency sound waves in the
ocean due to resonant interaction with bubble clouds has
been studied for at least 50 years.6,7 It is known that the
extinction coefficienta, which represents losses to both ab-
sorption and scattering, is proportional to the concentration
of bubbles. For the wind-generated clouds of bubbles near
the sea surface, the mean bubble concentration is commonly
assumed to decrease exponentially from its peak at the
surface.4,8–11With this assumption, the absorption coefficient
has the form

a~z!5a0 exp~2z/ l !. ~41!

The two parametersa0 and l are empirical functions of the
acoustic frequency and the surface wind speed. Since these
empirical functions are not germane to this article, they are
omitted except to mention that thee-folding scale depth of
the bubble layer is about 1 m or somewhat less.

For the high frequencies considered in this paper,f
.10 kHz, the influence of the bubble layer on the real part
of the index of refraction is small,9 and is henceforth ne-
glected. Further, it is assumed that a ray that specularly re-
flects from the flat surface atz50 is approximately a straight
line within and slightly below the bubble layer. The grazing
angle of this ray isu5const, and thusdz/dr56u in the
parabolic approximation. Evaluation ofb according to Eq.
~32! for a single reflection from the surface of a ray that has
a grazing angleu near the surface yields

bR52E
0

`

a~z!dz/u. ~42!

Here the subscriptR denotes the result of conventional ray
theory. For the exponential profile in Eq.~41!, this integral
yields

bR52a0l /u. ~43!

In high-frequency acoustics, it has become customary to de-
fine a quantity called the ‘‘surface bubble loss,’’ in dB units,
as11

SBL5220 log10 G5220 log10 exp~2b!58.686b.
~44!

The conventional ray theory result is therefore

SBLR58.686~2a0l !/u. ~45!

Either implicitly9,10,12 or explicitly1,11 this formula has been
widely used in numerical ray-tracing predictions of high-
frequency propagation loss for small grazing angles at the
surface.

The divergence of SBLR in Eq. ~45! as u→0 is physi-
cally absurd, because it violates the basic principle that any
boundary loss function must tend toward zero as the grazing
angle tends toward zero. According to ray theory, a ray hav-
ing a smaller grazing angle as it approaches the surface has a
longer path length within the lossy surface bubble layer, and
therefore suffers greater loss. However, the resulting loss for-
mula cannot be correct for small grazing angles because the
loss becomes arbitrarily large. Since the above ray-theoretic
calculation leading to Eq.~45! follows rigorously from the
conventional equations of geometric acoustics, as derived
above in Sec. II, it follows that the conventional formulation
of geometric acoustics is seriously flawed in the presence of
inhomogeneous absorption. The cause of this flaw is the ne-
glect of multipath interference when calculating attenuation,
as was indicated above and is further discussed next.

Near the surface, an up-going ray that is approaching the
surface interferes with a down-going ray that has been re-
flected from the surface. This is called the Lloyd’s mirror
effect, surface image interference, or surface decoupling. The
coherent ray-tracing result above in Eq.~38! correctly de-
scribes this effect when there is no absorption. For a plane
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wave that has grazing angleu, the acoustic intensity near the
pressure-release surface atz50 is easily found to be

I 5const3sin2~k0uz!. ~46!

For a receiver location that is well below the surface bubble
layer, this surface-reflected ray is counted as a single ray and
the interference between the up-going and down-going com-
ponents is ignored when calculating the surface bubble loss.
This yields the expression in Eq.~45!, which is not correct
for small grazing angles because this surface image interfer-
ence effect is then significant.

Weston4 recently introduced an ingenious correction
term that remedies the most serious flaw in the above ray-
tracing calculation. Since the quantityb is physically the
integral of the product ofa and I along a ray, Weston sug-
gests that Eq.~42! should be replaced by

bW'4E
0

`

sin2~k0uz!a~z!dz/u. ~47!

This is reasonable approximation for small SBL, but is not
exact because Eq.~46! assumes no absorption and zero sea
state. For an exponential loss profile, it is found that

bW5bRW, ~48!

where Weston’s correction factor is4

W54k0
2l 2u2~114k0

2l 2u2!21. ~49!

Thus the surface bubble loss according to Weston’s theory is

SBLW5SBLRW. ~50!

In the formal limit of infinite frequency, it is clear that

lim
k0→`

W51, ~51!

and thus geometric acoustics~ray theory! is correct at infinite
frequency, as is well known. However, ray theory is not
uniformly valid in the grazing angle, sinceW'1 requires
that

u@~2k0l !21. ~52!

This is the condition for validity of ray theory for this prob-
lem. Thus for any finite frequency, no matter how large, it is
always possible to find a grazing angle so small that ray
theory is not valid for calculating the surface bubble loss.

According to Weston’s theory, the surface bubble loss as
a function of grazing angle is

SBLW5~8.686!~8k0
2a0l 3!u~114k0

2l 2u2!21. ~53!

The maximum value of this function occurs atu5up

5(2k0l )21, and is found to be

~SBLW!max5~8.686!~2k0a0l 2!. ~54!

If u!up , then SBLW decreases linearly to zero asu→0,
which is consistent with the basic physical principle enunci-
ated above. Also ray theory overestimates the surface bubble
loss by an arbitrarily large amount in this limit. Ifu@up ,
then SBLW'SBLR , and the surface bubble loss decreases
with increasing grazing angle asu21, in accordance with ray

theory. This behavior of Weston’s theory is physically rea-
sonable.

As a numerical example, considerf 520 kHz and l
50.5 m. Thenup'0.012 rad'0.68°. At this grazing angle,
ray theory overestimates the surface bubble loss by a factor
of 2. Thus if Weston’s theory predicts SBLW510 dB, then
ray theory predicts SBLR520 dB, which would be an error
of 10 dB. For smaller grazing angles, ray theory errs by even
larger amounts in this example.

Although Weston has provided a reasonably good cor-
rection to geometric acoustics for the surface bubble loss
problem, at least if the loss is not too large, it is not known
how to make such a correction for the many other examples
of inhomogeneous absorption that are encountered in wave-
guide propagation problems. Even for the surface bubble loss
problem, it would be extremely difficult to extend Weston’s
theory to the case of a downward refracting sound-speed
profile near the surface. For these reasons, the use of ray-
based numerical models may not be a reliable prediction
method for acoustic waveguide propagation problems, even
in the high-frequency regime.

V. SUMMARY AND DISCUSSION

The effects of inhomogeneous absorption in the context
of the geometric acoustics approximation have been criti-
cally examined. The parabolic ray equations have been rig-
orously derived with the conventional scaling of terms such
that the ray trajectories are not influenced by absorption. It is
shown that the effects of absorption are accumulated along
each ray in a manner that is physically intuitive. However,
since these ray-tracing formulas do not take into account the
effects of multipath interference, they can be seriously in
error for waveguide propagation in the presence of inhomo-
geneous absorption. It has been shown in general that the
geometric approximation is not uniformly valid in the graz-
ing angleu, i.e., for any finite acoustic frequency, there ex-
ists a small value ofu such that the geometric approximation
predicts incorrect results.

For the case of attenuation by near-surface bubble
clouds in the ocean, it has been shown that the forward loss
predicted by conventional ray-tracing models is seriously in
error for grazing angles at the surface less than about 1°, for
high acoustic frequencies. In this special case, it is possible
to derive an improvement to the ray-tracing result that in-
cludes the effects of multipath interference near the surface.
The resulting loss formula, due to Weston, restores the cor-
rect physical behavior at small grazing angles. Since
Weston’s theory is a kind of perturbation theory that is valid
only if the surface bubble loss is not too large, its domain of
applicability is limited.

For large surface bubble loss, there appears to be no
available theory to correct the result of conventional ray
theory at small grazing angles. Therefore, the author and a
graduate research assistant have performed a series of nu-
merical experiments with the PE acoustic model, and have
measured the surface bubble loss for different wind speeds
~up to 30 kn! and for high frequencies~10–40 kHz! as a
function of grazing angle. The results will be reported in a
separate paper.13
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Application of the integral equation method to acoustic wave
diffraction from elastic bodies in a fluid layer
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A method is proposed for solving the wave diffraction problem by employing a system ofN
space-localized inhomogeneities in a longitudinally homogeneous waveguide. The method
combines integral equations and eigenfunction methods. As an illustration of this method, acoustic
diffraction is calculated from a system ofN, different, parallel cylinders arbitrarily placed in a liquid
layer. The problem is reduced to a system of 2N integral-functional equations relative to fields
excited in elastic bodies and sources of scattered waves on the surface of the cylinders. Standard
methods may be used for solving the systems of equations. Numerical solutions are found for
various versions of the system of elastic cylinders (N51,2) in a liquid layer with perfectly ‘‘soft’’
and ‘‘hard’’ walls. The method allows:~1! the calculation of the scattering matrix for reflected and
transmitted waves with any given accuracy;~2! the construction of the amplitude-frequency and the
phase-frequency characteristics for the matrix elements; and~3! the calculation of the distribution of
field sources on the surface of each cylinder and the scattered wave field both in the near and far
zones. ©1998 Acoustical Society of America.@S0001-4966~98!04802-4#

PACS numbers: 43.20.Gp, 43.20.Jr@JEG#

INTRODUCTION

This paper addresses diffraction and resonance scatter-
ing of acoustic waves from space-localized inhomogeneities
in a fluid waveguide. In many instances, the efficiency of the
solutions depends on the methods used in the investigations.
Effective numerical simulations have been used based on the
methods of eigenfunctions,1 T-matrices,2,3 integral equations,
auxiliary sources, collocation, and others.4–6 However, when
applied to the problem of diffraction from inhomogeneities
in a waveguide, these methods are too unwieldy or have
restricted areas of application, outside of which the numeri-
cal solutions are either unstable or poorly converging.

In this paper a method is presented that combines inte-
gral equations and eigenfunctions for solution of such prob-
lems This method represents the space-localized inhomoge-
neities as a system of elastic bodies of rotation. The problem
is reduced to solving a set of simple, singular integral-
function equations involving the Fredholm integral of the
second kind relative to scattered waves on the surface of the
bodies. The efficiency of the method is illustrated by solving
for the acoustic wave diffraction from one or more elastic
cylinders in a two-dimensional homogeneous layer com-
posed of a perfect compressible liquid.

I. STATEMENT OF THE PROBLEM AND METHOD OF
SOLUTION

Consider a planar waveguide filled with a perfect com-
pressible liquid of density,r, sound speed,c; and containing
N localized inhomogeneities composed of round, elastic, par-
allel cylinders, each of radiusRn , densityrn , and having
Lame coefficientsln , mn , wheren51,2,...,N.

A cross section of the waveguide system is shown in
Fig. 1. The waveguide is bounded above and below by par-
allel planes located atx50 andx5d. The axes of the em-

bedded cylinders~space-localized inhomogeneities! are par-
allel to thez axis of the waveguide and cross thez50 plane
at points (xn ,yn). The analysis presented here is restricted to
the two-dimensional steady-state problem with temporal de-
pendence exp(2ivt).

Within the waveguide the acoustic field is described by

P~x,y!5Pe~x,y!1 (
n51

`

Psn~x,y!, ~1!

where Pe(x,y) is the pressure field emitted by external
sources, andPsn(x,y) is the pressure field scattered by the
nth cylinder.

Elastic oscillations in each cylindrical body will be de-
scribed by the scalar potential,F (n)(r n ,wn), and the
z-component of the vector potential of displacements in an
elastic body,F (n)(r n ,wn). The polar coordinate system,
(r n ,wn), which is connected with the rectangular coordinate
system, (x,y), by the relationships,

x5Xn1r n sin wn , y5Yn1r n coswn , ~2!

wheren51,2,...,N, corresponds to each cylinder. In the fol-
lowing all variables and parameters that have the dimension
of length are considered normalized byd/p.

The problem is reduced to finding fieldsP(x,y),
Psn(x,y), F (n)(r n ,wn), andF (n)(r n ,wn), which satisfy:

~1! Helmholtz wave equations

~¹21k2!P~x,y!50 ~3a!

in the regionr n>Rn , 0<x<p, 2`,y,`;

~¹21kln
2 !F ~n!~r n ,wn!50,

~3b!
~¹21ktn

2 !F~n!~r n ,wn!50,

in the region 0<r n<Rn , 0<wn<2p, n51,2,...,N, where
¹2 is the Laplace operator,k52d/l, ktn5kc/ctn , ktn
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5kc/ctn are the wave numbers,l is the wavelength in a liquid
medium of density r, ctn5@(ln12mn)/rn#1/2, ctn

5@mn /rn#1/2.
~2! Boundary conditions on the waveguide walls

Fa01b0

]

]xG
x50

P50,

~4!

Fa11b1

]

]xG
x5x

P50,

wherea0 , a1 , b0 , b1 , are constant numbers which are, in
general, complex.

~3! Radiation conditions in they direction.
~4! Coupling conditions joining the total fieldP(x,y)

with the elastic oscillations ofN cylinders, each atr n

5Rn(n51,2,...,N).
They correspond to:

~i! the absence of a tangent component of the stress ten-
sor ~a perfect liquid does not transfer tangent stresses!

s rw
~n!ur n5Rn

5mnFpd G2F2
]

]r n
S 1

r n

]F ~n!

]wn
D 2ktn

2 F~n!

22
]2F~n!

]r n
2 G

r n5Rn

50. ~5a!

~ii ! the continuity of the normal component of the stress
tensor

s rr
~n!ur n5Rn

52mnFpd G2F ]

]r n
S 1

r n

]F ~n!

]wn
D 2

ln

2m0
ktn

2 F ~n!

1
]2F ~n!

]r n
2 G

r n5Rn

52Pur n5Rn
. ~5b!

~iii ! the continuity of the normal component of the dis-
placement vector

Ur
~n!ur n5Rn

5Fpd G2F]F ~n!

]r n
1

1

r n

]F~n!

]wn
G

r n5Rn

5
1

r~kc!2

]P

]r n
U

r n5Rn

. ~5c!

A solution of the boundary problem will be found in the
approximation of a given fieldPe(x,y) which may be imag-
ined as a series of a complete eigenfunctions,Pn(x,y), of the
boundary value problem~3a!–~4!. They have the form

Pn~x,y!5exp~6 igny!•sin~hnx2un!, ~6!

where gn5(kn
22hn

2)1/2 are longitudinal wave numbers and
hn are transverse wave numbers. The spectrum of eigenval-
ueshn is determined by the dispersion equation

tan~hnp!5
2j01j1

j0j11hn
2 hn

~7!

un5tan21S hn

j0
D , j05

a0

b0
, j15

a1

b1
.

Eigenfunctions of the corresponding conjugate problem are
given by

P̄n~x,y!5
2

gn
Pn~x,y!

~8!

gn5p1
j12j0

~j02hn
2!~j12hn

2!
.

Using Eq.~6!, the field from the sources can be written as

Pe~x,y!5 (
n51

`

An exp~ igny!•sin~hnx2un!, ~9!

whereAn are given amplitudes. With respect to the (r n ,fn)
coordinate system connected with thenth cylinder, the field
can be represented as

Pe~x,y!5 (
m52`

`

amnJmn~krn!•exp~ imwn!, ~10!

where

amn5 i m(
n51

`

An exp~ ignYn!•sin~gnxn1mCn2un!

~11!

Cn5cos21S hn

k D2
p

2
.

The field Psn(x,y) of waves scattered by thenth cylinder
will be found as a potential of a simple layer:

Psn~x,y!5E
Ln

Gn~x,y;xn0 ,yn0!mn
0~xn0 ,yn0!dl0n , ~12!

where mn
0(xn0 ,yn0) is an unknown function describing the

source fields distribution on the surface of thenth cylinder,
(x,y) are the coordinates of an observation point, (xn0 ,yn0)
are the coordinates of current integration point over the line
Ln , andLn is a circle of radiusRn , centered at the pointx
5Xn , y5Yn , dl0n5dx0n dy0n .

The Green’s functionGn(x,y;xn0 ,yn0) is the solution of

~¹21k2!G5d~x2xn0!d~y2yn0!, n51,2,...,N, ~13!

which fits the radiation conditions aty→6` and the bound-
ary conditions given by Eq.~4!. They have the following
form:

FIG. 1. Schematic cross section of the waveguide showing cylinders and
coordinates.
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Gn~x,y;xn0 ,yn0!5 (
n51

`

Gnn~x,y;xn0 ,yn0!,

~14!

Gnn5
i

gngn
sin~hnx2un!sin~hnxnn2un!

3H exp„ign~y2yn0!…, y>yn0 ,

exp„ign~yn02y!…, y<yn0.

Since dl0n5Rndw0n , denotingm0(w0)5Rnmn
0(wn0), it is

possible to turn to a single integral in Eq.~13!:

Psn~x,y!5E
0

2p

Gn~x,y;Rn ,wn0!•mn~wn0!dw0n . ~15!

The use of Green’s function in Eq.~12! in the form ~14!
allows the problem to be reduced to finding a distribution of
the sound field sourcesmn

0 on N cylinders each, that will fit
the continuity conditions~5!.

Distribution of the potentialsF (n)(r n ,wn) and F (n)

3(r n ,wn) in the elastic cylinders will be found as a series of
the respective eigenfunctions of a cylinder,

F ~n!~r n ,wn!5 (
m52`

`

BnmJm~ktnr n!exp~ imwn!,

~16!

F~n!~r n ,wn!5 (
m52`

`

CnmJm~ktnr n!exp~ imwn!.

Substituting expressions~10!, ~15!, and ~16! into ~5! gives
the correlation,

Cnm5 i
F1m~ktnr n!

F2m~ktnr n!
Bnm , 2`,m,`, ~17!

(
m52`

`

@z1m
n Bnm2kJm8 ~kRn!amn#exp~ imwn!

5F ]

]r n
S (

l 51

N

PslD G
r n5Rn

,

~18!

(
m52`

`

@z2m
n Bnm1Jm~kRn!amn#exp~ imwn!

52F S (
l 51

N

PslD G
r n5Rn

,

wheren51,2,...,N, and

z1m
n 5

r~kc!2~p/d!2

RnF2m~ktnRn!
@ktnRnJm~ktnRn!F2m~ktnRn!#

2mJm8 ~ktnRn!F1m~ktnRn!,

z1m
n 5

mn~p/d!2

RnF2m~ktnRn!
@F3m~ktnRn!F2m~ktnRn!

2F1m~ktnRn!F1m~ktnRn!#,

F1m~x!52m@xJm8 ~x!2Jm~x!#,

F2m~x!522FxJm8 ~x!1S x2

2
2m2D Jm~x!G ,

F3m~x!52x2FJm9 ~x!2
ln

2mn
Jm~x!G .

The right-hand parts of Eqs.~18! contain the sums ofN
integrals over linesLn (n51,2,...,N). At lÞn they are obvi-
ous Riemann’s integrals. Atl 5n they are singular and make
no sense in the obvious~Riemann’s! interpretation. They ob-
tain a definite sense by introducing the Cauchy principal
value of the integral. If atlÞn, the fieldsPsl and radial
derivatives (]Psl /]r n) are continuous functions along the
line Ln , at l 5n the derivatives (]Psl /]r n) have a break of
the first kind, which equalsmn(wn) in magnitude. Thus the
integrals ofPsl in Eq. ~15!, and (]Psl /]r n) in the right-hand
parts of Eqs.~18! should be understood in the sense of the
principal value with a transfer of the differentiation operators
immediately on the function being interacted. In terms of
these remarks the correlations~18! can be represented as a
system of 2N singular Fredholm integral equations of the
second kind relative to the functionsmn(wn) and the coeffi-
cientsBnm :

(
m52`

`

@z1m
n Bnm2kJm8 ~kRn!amn#exp~ imwn!

5mn~wn!1(
l 51

N E
0

2p

Ln l~wn ,w l0!•m1~w l0!dw l0 ,

~19!

(
m52`

`

@z2m
n Bnm1Jm~kRn!amn#exp~ imwn!

52(
l 51

N E
0

2p

Kn i~wn ,w l0!•m1~w l0!dw l0 ,

wheren51,2,...,N, and,

Kn l5@Gl~xn ,yn ;xl0 ,yl0!# r n5Rn
, xn5Xn1Rn sin wn ,

Ln l5F]Gl

]r n
~xn ,yn ;xl0 ,yl0!G

r n5Rn

,

yn5Yn1Rn coswn ,
~20a!

Kln5 (
n51

`

Kln
n ~wn ,w l0!, xl05Xl1Rl sin w l0 ,

Lln5 (
n51

`

Lln
n ~wn ,w l0!, yl05Yl1Rl cosw l0 ,
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Kn l
n 5

i

gngn
sin~hnxn2un!sin~hnxl02un!

3exp@6 ign~yn2yl0!#,
~20b!

Ln l
n 5

1

gn
sin~hnxl02un!F hn

ign
sin~wn!cos~hnxn2un!

6cos~wn!sin~hnxn2un!Gexp@6 ign~yn2yl0!#.

Here the top sign corresponds to the regionyn>yl0 , and the
lower sign corresponds to the regionyn<yl0 .

In performing calculations, convergence of the series
~20b! is improved by separating asymptotics (k→0) and
representing them as

Kn l5K̄n l1 (
n51

`

~Kln
n 2K̄n l

n !,

Ln l5L̄n l1 (
n51

`

~Lln
n 2L̄n l

n !,

where

K̄n l
n 5Kn l

n 1O~n22!, L̄n l
n 5Ln l

n 1O~n22!,
~21!

K̄n l5 (
n51

`

K̄ln
n , L̄n l5 (

n51

`

L̄ln
n .

The functionsK̄nn(wn ,wn0) and L̄nn(wn ,wn0) have singu-
larities of the kind K̄nn' ln(wn2wn0) and L̄nn'(wn

2wn0)21. In performing numerical calculations their values
are connected at the pointswn5wn0 to give the following
average values:

Knn~wn ,wn0!5 1
2 lim
D→0

@Knn~wn ,wn1D!

1Knn~wn ,wn2D!#,

Lnn~wn ,wn0!5 1
2 lim
D→0

@Lnn~wn ,wn1D!

1Lnn~wn ,wn2D!#.

The main values of the integrals from Eq.~19! are separated.
The rest of series~21! is quickly converging and has no
singularities.

The Galerkin–Ritz method with basis function
exp(imwn) is used to solve the system of equations. Each of
those is used for the pair of equations with their own sub-
script ‘‘n.’’ Because the functionsmn(wn) are determined on
the interval 0<wn<2p and the integrals*0

2pumn(wn)udwn

exist because of the finiteness of the fieldPsn , they can be
represented as Fourier series

mn~wn!5 (
p52`

`

bpn exp~ ipwn!;

~22!

bpn5
1

2p E
0

2p

mn~wn!exp~ ipwn!dwn

and put into Eq.~19!. Then each pair of equations in~19!
should be multiplied by the functions exp(imwn)/2p with a

corresponding subscript ‘‘n’’ and integrated overwn from 0
to 2p. As a result an inhomogeneous infinite system of linear
algebraic equations relative to the coefficientsbpn and
Bpn (n51,2,...,N) is obtained. After simple transformations
it can be expressed as:

bmn1(
l 51

N F (
p52`

`

bplM pm
ln G5Ppm

n amn , ~23!

Bnm52
1

z2m
n FJm~kRn!amn1(

l 51

N F (
p52`

`

bplNpnt
ln G G ,

~24!

wheren51,2,...,N, 2`,m,`, and

M pm
ln 5

1

2p E
0

2p H E
0

2p

@Lm l~wn ,w l0!2znmKn l~wn ,w l0!#

3exp@ i ~pw l02mwn!#dwn0J dwn ,

Npm
ln 5E

0

2p H E
0

2p

Kn l~wn ,w l0!

3exp@ i ~pw l02mwn!#dwn0J dwn , ~25!

Ppm
n 52@kJm8 ~kRn!1znpJp~kRn!#dpm ,

where znm5zlm
n /z2m

n .

Solutions of the system of equations in~23! permit one to
calculate completely the distribution of the fieldsP(x,y) and
Ps(x,y) in a waveguide and the potentialsF (n)(r n ,wn) and
F (n)(r n ,wn) in elastic bodies. The scattered wave field dis-
tribution Ps(x,y) should be calculated, especially in the near
zone, by the following formula:

Ps~x,y!5 (
n51

N

(
p52`

` E
0

2p

BpnGn~x,y;xn0 ,yn0!

3exp~ ipwn0!dwn0 , ~26!

where asymptotic (k→0) parts should be also separated in
the expression of Green’s functionGn .

The potential distributionsF (n)(r n ,wn) and F (n)

3(r n ,wn) as well as the distribution of the field sources
mn(wn) on the surface of the elastic bodies can be easily
calculated by Eqs.~16!, ~22!, ~24!, and~25!.

If a system ofN elastic bodies is placed in some infinite
volume of the waveguide, it can be considered as a wave-
guide node loaded on two semi-infinite regular waveguides
limited by reference planesy5y0<min(Yn2Rn) and y5y1

<max(Yn1Rn). In each of these waveguides the fields
Ps(x,y) of scattered waves can be conveniently represented
as a set of natural modes of a homogeneous waveguide. For
y,y0 ,
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Ps
2~x,y!5 (

n51

N

An
2 sin~hnx2un!exp~2 igny!,

~27!

An
25 i (

n51

N
exp~ ignYn!

gngn
(

m52`

`

i mbmnJm~kRn!

3sin~hnXn2mCn2un!,

and fory.y1 ,

Ps
1~x,y!5 (

n51

N

An
1 sin~hnx2un!exp~2 igny!,

~28!

An
15 i (

n51

N
exp~ ignYn!

gngn
(

m52`

`

i mbmnJm~kRn!

3sin„hnXn1m~Cn1p!2un….

By means of Eqs.~27! and~28! it is possible to calculate the
amplitude- and phase-frequency characteristics~AFC and
PFC! of waveguide modes in the waveguide system being
considered. When calculatingPs(x,y) in the region of the
waveguide mode it is necessary to take into account the
sources of the field placed both on the left and on the right of
the planey5const, on which the observation point is dis-
posed. On the left of it they are placed on the entire surface
of the cylinders, for whichYn1Rn,y and on the part of the
surface of the cylinders crossing the planey5const, for
which Yn,y; on the right of this plane—on the entire sur-
face of the cylinders withYn2Rn.y and on the correspond-
ing part of the cylinders, which cross the planey5const. As
a result, in this region the field of scattered waves,Ps(x,y),
can be represented as a set of waveguide modes propagating
both in the positive and in the negative directions of they
axis. In this case, their amplitudes prove to be essentially
dependent on coordinatey.

II. ANALYSIS OF THE DIFFRACTION FIELD
STRUCTURE

Using the method described above, it is possible to cal-
culate, with a given accuracy all parameters and functions,
which are necessary for a detailed analysis of both the entire
field distribution P(x,y) and the diffracted wave structure
Ps(x,y). By means of the coefficientsbmn obtained by solv-
ing the system~23!, it is possible to find the amplitudesBmn

andCmn @Eqs.~17! and~24!#, to calculate the scattered field
distribution Ps(x,y) @Eqs. ~26!–~28!#, the potentialsF (n)

3(r n ,wn) and F (n)(r n ,wn) in each of the elastic cylinders
@Eq. ~10!#, amplitudes of the normal modes,An

2 andAn
1 , in

reflected and transmitted waves@Eqs. ~27!, ~28!#, etc. This
makes it possible not only to analyze in detail the structure of
the wave diffracted at the elastic cylinders, but also to inves-
tigate its dependence on material and geometric parameters
of the elastic bodies and the waveguide in any frequency
range. The phenomena, due to the resonance excitation of
elastic oscillations of the cylinders and the features of the
field distribution both in the near and far zones are of most
interest in this respect.

The field outside the node can be described by an inci-
dent field and the response of the waveguide node to it. This

response is determined by a set of diffracted waves, leaving
the node or damping as a distance from the node increases.
Because the system is linear, for full description of the entire
field it is sufficient to calculate a scattering matrixŜ which
determines the bond between the amplitudes in the incident
and scattered waves:

A5Ŝ2
•A2, A5Ŝ1

•A1, ~29!

whereA5(An), A25(An
2), A15(An

1) are the vectors, the
component of which are the complex mode amplitudes in the
incident, reflected, and transmitted wave, respectively.Ŝ2

5iSnm
2 i is a matrix of scattering to the first regular wave-

guide. Ŝ15iSnm
1 i is a transmission matrix from the first

waveguide to the second one. The elements of these matrices
are the ratio of the corresponding amplitudes of waveguide
modes in the incident, reflected, and transmitted waves:

Snm
2 5

Am
2

An
, Snm

1 5
Am

1

An
, ~30!

where Snm
2 and Snm

1 are called reflection and transmission
factors of modes of ordern.

Using Eqs.~27! and ~28! it is easy to calculate the ele-
ments of these matrices and therefore perform full analysis
of the structure of the fieldsP(x,y) andPs(x,y) outside the
waveguide node. The field distribution and the features of its
structure in the area of the waveguide node can be investi-
gated by calculating the fields using Eq.~26!.

The waveguide node area can be considered as a reso-
nator with diffraction losses by radiation. In fact, it is a
waveguide analog of an open resonator. Determination of the
eigenfrequencies and oscillations of such a resonator is most
important in the spectral boundary-value problem. Solving
this problem is of great significance when the resonance scat-
tering of waves in a waveguide is investigated. Based on the
physical precondition that a spectrum of open waveguide
structures is discrete it is possible to reduce the boundary-
value problem to a uniform system of linear algebraic equa-
tions:

bmn1(
l 51

N F (
p52`

`

bplM pm
ln G50, ~31!

where n51,2,...,N, 2`,m,`, and the matrix elements
M pm

ln are calculated by Eq.~25!.
The spectrum of natural wave numbersks ~or critical

frequencies! is determined from the condition, under which
the system~31! possesses a nontrivial solution:

deti l pm1M pm
ln ~ks!i50, l nm5H 0, nÞm,

1, n5m.
~32!

Two pointsk5ks on the real axis, where the real and imagi-
nary parts of the determinant are equal to zero simulta-
neously, determine the critical frequencies of the waveguide.

At points k5ks the matrix of the system~23! proves to
be degenerate. Thus in these calculations Eq.~23! is solved
in the full range of the change ofk exceptk5ks .
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III. NUMERICAL RESULTS

To analyze the main appropriateness of the waveguide
mode diffraction at elastic bodies in a layer of liquid, and to
show the possibilities of the method proposed, the solution
of the problem is found for one of the versions of the wave-
guide system corresponding to the following values of the
parameters:a05b150, a15b050, e.g., for a waveguide
with perfectly ‘‘soft’’ and ‘‘hard’’ walls. In this case, the
expressions forPe(x,y) ~9! and the itemsGnn in Green’s
function ~14! take the following form:

Pe~x,y!5 (
n50

`

An cosF S n1
1

2D xGexp~ igny!,

Gnn5
1

ngn
cosF S n1

1

2D xGcosF S n1
1

2D x0nG
3H exp@ ign~y2yn0!#, y>yn0 ,

exp@ ign~yn02y!#, y<yn0 ,
~33!

gn5@k22~n10.5!2#1/2.

In the calculations, the waveguide mode withn50 andA0

51 was taken asPe(x,y); the parameters of the liquid were
r5103 kg/m3, c51493 m/s. In the present paper the results
of calculations are provided for the following versions of
mutual location and number of elastic cylinders in the wave-
guide:

1. N51 X15
p

2
, Y15103, R15

p

20
,

2. N52 X15X25
p

2
, Y15103,

Y25Y110.5, R15R25
p

20
.

The material parameters are:rn57.73103 kg/m3, ln

52.223108 Pa, andmn5163108 Pa.

A. Amplitude- and phase-frequency characteristics of
a scattered wave

The reduction method is usually used to solve Eq.~23!.
Its convergence and efficiency are determined by the struc-
ture of the matrixi11M pm

ln i and by behavior of the matrix
elements when the subscriptsupu, umu increase for every
block with givenl andn.

As a result of the numerical experiment it is found that
the real and imaginary parts of the matrix elementsM pm

ln for
any given values ofl andn, as a distance from the center in
any direction grows, decrease by 3–4 orders at least. Distri-
bution of the matrix elements in the central part of each
block, naturally, possesses different properties at different
frequencies and for different versions of a waveguide sys-
tem. However, in general, their behavior is the same when
upu and umu increase: in the block withl 5n diagonal matrix
elementsi11M pm

ln i approach 1 by module, nondiagonals
ones are considerably different from 0 atupu, umu,5 only.
Such a structure of the matrix ensures fast convergence of
the reduction method when solving system~23!. Numerical

FIG. 2. AFC and PFC for the reflected wave for the first version. FIG. 3. AFC and PFC for the transmitted wave for the first version.
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estimates show that it is sufficient to use the truncated ma-
trices of dimension 15315 to calculate the coefficientsbmn

with an accuracy of 1024.
Figures 2–5 show AFC and PFC of the waveguide

modes in the reflectedAp
25S0p

2 ~Figs. 2, 4! and transmitted
Ap

15S0p
1 ~Figs. 3, 5! waves for each version of the system of

elastic bodies in the waveguide (N51,2). AFC and PFC of
the modes are depicted in strips corresponding to their order
p; width of AFC strip is equal to 1, that of PFC strip22p,
the lower strip corresponds top50. Analysis of AFC and
PFC curves shows the following:

~1! In the vicinity of the critical frequency of each
waveguide mode, a sharp increase of its amplitude and great
advance of its phase are observed; there are no appreciable
changes of the amplitudes and phases of other modes in this
case. This is explained by a sharp increase of the density of
the mode energy because of the multiple reflection at wave-
guide walls. These phenomena were first observed in optics
when light waves are scattered by diffraction gratings, and
they are called the Wood’s anomalies.

~2! Sharp changes of the amplitudes and phases of the
waveguide modes occur in the vicinity of natural or reso-
nance frequenciesksÞn10.5 of the waveguide system. In
the first case such changes were observed in one mode char-
acteristics, but here they take place in the AFC and PFC of
all waveguide modes. In this last case resonance oscillations
of elastic cylinders with a high quality factor are excited in
the vicinity of the resonance frequencies. For their existence,
‘‘participation’’ of all waveguide modes of the system is

necessary. The values of the eigenfrequenciesks and of the
quality factor value, which determines the nature of the
changes of the mode amplitudes and phases, considerably
depend on geometric and material parameters of the wave-
guide and the elastic bodies.

~3! In both versions, in transmitted and reflected waves,
the amplitudes both of propagating and nonpropagating
modes are considerably different from 0, especially in the
region of resonance scattering. It means that nonpropagating
modes play an important role where the field is formed in the
area of the waveguide node and it is necessary to take them
into account for determination of the propagating mode am-
plitudes outside the waveguide node e.g., in the far zone.

~4! In general, the eigenfrequency spectrum also de-
pends on the number and mutual location of the elastic cyl-
inders. It is easy to determine the values of the natural and
resonance frequenciesks for each version by the AFC and
PFC curves shown in Figs. 2–5. It is necessary to note that in
the cases considered here the spectra (ksn) contain eigenfre-
quencies which are practically the same for both~for ex-
ample,ks'5.3!.

B. P„x ,y … in the near and far zones; mn„Rn ,fn… on
the surface

A brief analysis of the full field,P(x,y), in the near and
far zones, and of the field sources,mn(Rn ,wn), on the sur-
face of elastic cylinders, will be given. To analyze the field
structure in the immediate proximity of the cylinders, the
distribution of the field sourcesmn(Rn ,wn) on each cylinder

FIG. 4. AFC and PFC for the reflected wave for the second version. FIG. 5. AFC and PFC for the transmitted wave for the second version.
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surface, depending on the length of the incident wave, has
been calculated. The distribution of the moduleumn(Rn ,wn)u
on each cylinder and its dependence on the wave numberk
are shown in Figs. 6 and 7 for versions 1, 2 of the system of
elastic cylinders. It shows that the nature of the distribution
of mn(Rn ,wn) considerably depends on the frequency and
mutual location of the cylinders in the waveguide. For each
elastic body it is possible to separate frequencies in the vi-
cinity of which functionsmn increase sharply by amplitude,
and their structure corresponds to high quality factor oscilla-
tions of an elastic cylinder at one of its eigenfrequencies. For
version 1~Fig. 6! it is possible to separate wave numbersk
;6, in the vicinity of which a natural azimuthal mode of
orderm52 has the highest quality factor. In the vicinity of
k;8.5, this is a model of orderm53. In the vicinity of k
;10.5, m54. For version 2@Fig. 7~a! and ~b!# on the two
cylinders, respectively, those orders are the following:k
;4.8, m51, and k;10.5, m54. Outside these areas the
value of umn(Rn ,wn)u is substantially less, and the intensity
of oscillations of the elastic bodies is correspondingly small.

The distribution of the full field,P(x,y), calculated by

Eqs.~26!–~28! at a frequencyk55.3 for both versions of the
system of elastic cylinders in the waveguide is shown in Fig.
8. The scattering cylinders are marked by dark circles to

respective scale. These figures show the field structure, espe-
cially in the near zone, e.g., in the area of the waveguide
node, to be rather complicated. Its features depend apprecia-
bly on the parameters of the waveguide and scattering bod-
ies, their number and mutual location. It appears in the dif-
ferences of the field structure both in the near and far zones
between different versions of inhomogeneities in the wave-
guide system.

IV. SUMMARY

A method has been presented for solving wave diffrac-
tion problems by employing a system ofN space-localized
inhomogeneities in a longitudinally homogeneous wave-
guide. The method combined integral equations and eigen-
function methods to reduce the problem to a system of 2N
integral-functional equations relative to fields excited in elas-
tic bodies and sources of scattered waves on the surface of
cylinders. The method allows:~1! the calculation of the scat-
tering matrix for reflected and transmitted waves with any
given accuracy;~2! the construction of the amplitude-
frequency and the phase-frequency characteristics for the
matrix elements; and,~3! the calculation of the distribution
of field sources on the surface of each cylinder and the scat-
tered wave field both in the near and far zones.
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FIG. 6. Distribution ofumn(Rn ,wn)u for the first version. Dark areas corre-
spond to high density and light areas correspond to low density of source
distributions.

FIG. 7. Distribution ofumn(Rn ,wn)u for the second version.~a! is on the
first cylinder and~b! is on the second cylinder. Dark areas correspond to
high density and light areas correspond to low density of source distribu-
tions.

FIG. 8. Distribution ofuP(x,y)u. ~a! is for one cylinder and~b! is for two
cylinders. In each case only the external field has been calculated where
dark areas correspond to high sound pressure levels and light areas corre-
spond to low sound pressure levels.
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Fluid column resonances of water-filled cylindrical shells
of elliptical cross section
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The acoustic resonances of a submerged fluid-filled cylindrical shell are analyzed as the shell cross
section is deformed from circular to elliptical geometry. A schlieren visualization system is used to
image standing wave fields within insonified water-filled shells of different eccentricities, and to
locate the resonance frequencies of the fluid column. The acoustic behavior of elliptical cavities
with infinite and finite surface impedances are modeled and the theory used to predict the resonance
frequencies of the fluid column and calculate the pressure distribution in the acoustic field. As the
symmetry of the circular shell is broken by deforming it to the more general ellipse the resonance
spectrum changes; mode splittings and level crossings are observed as the eccentricity increases.
The experimental observations of resonance patterns and frequency variation are in good agreement
with the theoretical predictions. ©1998 Acoustical Society of America.@S0001-4966~98!01603-8#

PACS numbers: 43.20.Ks, 43.35.Sx@ANN#

INTRODUCTION AND BACKGROUND

Although considerable work has been done on the scat-
tering and resonance behavior of cylindrical objects, most of
it has concentrated on the special case of cylinders having
circular cross section. Much of the early work involving cir-
cular cylinders concerned itself with the scattered field; the
resonance behavior itself received comparatively limited at-
tention, until the Resonance Scattering Theory was intro-
duced by Flaxet al.1 in 1978. The scattering and resonance
behavior of such simple objects has recently been reviewed
by Veksler2 and has been summarized in review articles by
Flax et al.3 and Gaunaurd.4 Comparatively little attention has
been given to the more general case of the elliptical cylin-
drical geometries. The importance of target resonances is
now well established, and experimental techniques have
been developed to isolate and identify resonances by analyz-
ing the scattered field; see, for example, Tsuiet al.5 and
Maze and Ripoche.6 The Resonance Scattering Theory pre-
dicts that energy builds up inside the structure at frequencies
corresponding to resonances of the target. This is obviously
particularly true of hollow objects having a fluid cavity
which can resonate, and it is therefore expected that mea-
surements of the pressure inside the fluid column will give a
good indication of where the resonances lie. However,
achieving this in a noninvasive manner is not easy; any hy-
drophone placed in the wave field would perturb it. In recent
papers7–9 the authors have investigated the use of schlieren
for studying two-dimensional standing wave fields and used
the technique to examine the fluid column resonances of
water-filled cylindrical shells in a noninvasive manner. The
technique is here applied to cylindrical cavities of elliptical
cross section and used to validate a model of the fluid col-
umn resonances.

Early work involving scattering by infinite~two-
dimensional! elliptical cylinders is described in Bowman
et al.10 and references therein. Elliptical cylinders were con-
sidered by Burke11 who applied the Mathieu function solu-
tion to penetrable and impenetrable elliptical cylinders and

gave low-frequency approximations. The Mathieu function
approach was also used by Harumi12 who studied scattering
by a ribbon. Goel and Jain13 have considered the penetrable
elliptical cylinder using a Green’s function approach.

Simon and Radlinski14 investigated elastic wave scatter-
ing by an elliptical cylindrical shell by combining the
T-matrix15 method with thin shell theory. Radlinski and
Simon16 modified the previous formalism and applied it to
scattering from elliptical cylindrical shells in a fluid. Plastic,
steel, and iron shells were considered, and a significant de-
pendence upon incident angle and eccentricity of the shell
was shown. Baskaret al.17 also applied the coupled thin-
shell T-matrix method to the scattering of acoustic waves
from a thin elliptical cylindrical shell in a fluid. Another
method for thin shells is that of Borovikov and Veksler18

who used the geometrical theory of diffraction to study scat-
tering by elliptical shells. Thicker elliptical shells were stud-
ied by Pillai et al.,19 again usingT-matrix methods. Rigid
and elastic cylinders of elliptical cross section were previ-
ously studied by Pillai,et al.20 and scattering by rigid cylin-
drical objects of various cross section by Varadanet al.21

Burke and Twersky22 studied a grating of elliptical cyl-
inders and Brighamet al.23 studied the scattering by planar
arrays of elliptical shells. Other theoretical approaches to
noncircular cylindrical geometries have recently appeared.
The elliptical geometry has been investigated by Stepanishen
and Ramakrishna24 using internal source distribution and sin-
gular value decomposition methods. A new method involv-
ing conformal mappings, referred to as the Fourier matching
method, is described by DiPerna and Stanton25 and deals
with scattering by cylindrical objects of noncircular geom-
etries, including the elliptical cylinder.

The resonance modes of cavities of complex geometry
can also be investigated using perturbation techniques. A re-
cent book by Trusler26 gives a good overview of the acous-
tics of closed systems, focusing on perturbations in the
shapes of cavities, and the impedance of the boundary. Per-
turbation methods were used by Aldoshina and Olyushin27 to
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calculate the resonance frequencies of enclosures having
complex geometry and impedance boundaries.

Much of the literature is concerned with the acoustics of
evacuated~or air filled! shells where the principal mecha-
nisms contributing to the scattering behavior are the propa-
gation of surface waves around the cylinder perimeter, and
vibrations of the elastic shell. For fluid-filled shells the fluid
column resonances are also important. Mazeet al.28 experi-
mentally identified several kinds of resonance associated
with the circular cylindrical shell. The majority of the reso-
nances were modes of the fluid column. The resonances of
the fluid column within cylindrical structures have not re-
ceived as much attention as the external~scattering! problem.
The use of a schlieren technique for visualizing the interac-
tion of acoustic waves with cylindrical objects was described
by Knapp and Humphrey29 and Humphreyet al.30 This tech-
nique enabled several classes of resonance of the fluid-filled
circular cylindrical shell to be identified by examining the
interior fluid.31 Prior to this work the schlieren technique had
rarely been used to study the acoustic resonances of fluid-
filled cylindrical shells, although the visualization of elastic
resonances of transparent solid cylinders had been achieved;
see, for example, Dardyet al.32 and Sittig and Coquin.33 No
experimental results concerning visualization of the fluid col-
umn resonances of elliptical cylindrical shells~or cavities!
are known to the authors, although the focusing of a shock
wave in an elliptical cavity was observed using a schlieren
technique by Gustafsson.34

In this paper the perturbation of the acoustic fluid col-
umn resonances of insonified water-filled shells are investi-
gated experimentally using a schlieren visualization system,
and results compared with theoretical predictions for the
modes of vibration of elliptical cavities. The scattering prob-
lem is illustrated schematically in Fig. 1. When insonified by
a plane wave the fluid column within such a shell resonates
at frequencies determined by the geometry of the cavity and
the impedance that the shell presents to the interior acoustic
fluid. The aim of the present work is to investigate the sen-
sitivity of this resonance behavior to changes in the shape of
the shell as an initially circular sample is deformed. Mea-
surements are made with 1.6-mm-thick brass cylindrical
shells of inner radius (b) 14.25 mm over akb range 11–15,
for eccentricities up to 0.6.

The fluid column resonances manifest themselves in
both the scattered acoustic field, and in the field within the
fluid column. By calculating the partial wave amplitudes in
the normal mode series expansion2 for a circular cylindrical
shell, different families of resonances can easily be identi-

fied. Although for shells of circular geometry the scattering
problem can be solved exactly, for elliptical shells of con-
stant thickness this is not possible because inner and outer
boundaries are not represented in the same elliptical coordi-
nate system. Therefore in this paper we consider only the
interior problem, neglecting the incident wave. This ap-
proach is justified as it is the fluid column resonances that are
of interest, and, as will be shown, these lie close to the eigen-
modes of the cavity.

The theory for the modes of vibration of a circular cav-
ity with rigid ~infinite impedance! boundary is briefly sum-
marized and extended to a cavity with finite surface imped-
ance, representing the impedance of the shell. The acoustic
wave equation is then solved in elliptical coordinates, again
considering infinite and finite surface impedances.

In Secs. I and II we discuss the theoretical determination
of the resonance frequencies and identification of the differ-
ent modes of circular and elliptical cavities. The experimen-
tal technique used to locate and identify resonances is de-
scribed in Sec. III. Results are presented in Sec. IV where
comparison is made between theory and experiment.

I. CIRCULAR CYLINDRICAL SHELLS

Relevant features of the theory of plane wave scattering
by circular cylindrical shells are briefly stated and simple
models for calculating the resonance frequencies and wave
fields of the fluid cavity are presented for comparison.

A. Normal mode series

The normal mode series solution has been widely used
for studying the acoustic behavior of targets of separable
geometry; for a recent review see Ref. 2. The essence of the
method is to expand all acoustic and elastic wave fields as
harmonic series. In the circular geometry these series involve
products of Bessel functions and circular functions.

For a plane wave normally incident on a cylindrical shell
the pressure field in the external fluid (Pex) is the sum of the
incident pressure (Pin) and the scattered pressure (Psc),
Pex5Pin1Psc, where

Pin~r ,f!5ei ~k•r !5P0(
n

«ni nJn~kr !cosnf,

~1!

Psc~r ,f!5P0(
n

«ni nBn~ka!Hn
1~kr !cosnf.

where«n equals 1 ifn50 and 2 ifn.0, the coefficientsBn

are determined from the boundary conditions, andJn andHn
1

are respectively Bessel and Hankel functions of ordern.
Similarly, the field inside the cavity is given by

Pfl~r ,f!5P0(
n

«ni nAn~ka!Jn~kr !cosnf, ~2!

whereAn are coefficients determined from the boundary con-
ditions.

The boundary conditions at the inner (r 5b) and outer
(r 5a) interfaces of the shell require the continuity of nor-
mal stress~T ! and displacement (U), and the vanishing of
all tangential stresses:

FIG. 1. Fluid columns of circular and elliptical geometry within the cavities
of cylindrical shells.
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Ur~a!5Uex~a!, Ur~b!5Ufl~b!,

T rr ~a!5Pex~a!, T rr ~b!5Pfl~b!, ~3!

T rf~a!50, T rf~b!50.

Here, subscripts ex and fl refer to the external and internal
fluids, respectively, and variables on the left-hand side of
each equation refer to the elastic shell. The displacements
within the shell are found by expressing the displacement
vector in terms of scalar and vector potentials, each potential
satisfying the Helmholtz equation and being expanded in
normal mode series. Stress-displacement relations allow the
components of the stress tensor~t! to be calculated, and the
boundary conditions solved to find the unknown coefficients
in the normal mode series@Eqs.~1! and ~2!#.

The backscattered field is expressed as a dimensionless
normalized form function:

f ~r ,f!5A2r

a

Psc~r ,f!

Pin
. ~4!

Resonances of the fluid-filled shell manifest themselves as
sharp changes in this form function. Also, if the acoustic
field inside the cavity is calculated@Eq. ~2!# at or close to
these frequencies, resonance modes are observed.

B. Cavity resonances within rigid boundary

The above theoretical formalism constitutes anexactso-
lution for the scattering of a plane wave from a circular cy-
lindrical shell insonified normal to its axis. All of the reso-
nance modes of this coupled elasto-acoustic scatterer are
allowed for in the theory and can potentially be identified in
the form function or interior pressure field.

However, for the fluid column resonances, a simpler
technique is expected to yield the frequencies and pressure
distributions of the resonance modes. If the impedance mis-
match between the inner fluid~density r f! and the~fluid
loaded! elastic shell is large, the inner interface (r 5b) can
be approximated to a rigid boundary so that the normal com-
ponents of particle velocity (V) vanish:

Vr~b!5U̇r~b!5
i

vr f

]Pfl

]r U
r 5b

50. ~5!

Substituting the normal mode expansion forPfl ~2! into ~5!
yields

Jn8~kb!50, ~6!

having roots (kn,m) corresponding to the free vibrational
modes (n,m) of the fluid column with rigid boundary.

The locations of resonance modes associated with the
vibration of the elastic shell or Stoneley wave propagation
cannot be found in this manner. For these, the full normal
mode series solution must be employed~Sec. I A!.

C. Cavity resonances within impedance boundary

In reality the cavity does not have a rigid boundary. We
consider the fluid-loaded elastic shell to present a mechanical
input impedance (Zinp) to the acoustic fluid within the cavity.
At the inner interface (b) the boundary conditions require
that the radiation impedance on the surface is equal to the
input impedance of the shell. The radiation impedance in the
fluid is Pfl /Vr whereVr is given by Eq.~5!, and the bound-
ary condition (Pfl /Vr5Zinp) reduces to

Zinp

]Pfl

]r U
b

1 ivr f Pfl~b!50. ~7!

Using the normal mode series expansion forPfl @Eq. ~2!# we
obtain

Jn8~kb!1 i
r fcf

Zinp
Jn~kb!50 ~8!

having a series of rootskn,m which are the free modes of
vibration ~no incident field! of the fluid column, subject to
finite impedance boundary conditions.

The exact mechanical impedance of the circular shell
(Zinp) can of course be derived from the formalism of the
previous section, but we here consider two approximations
that will be employed later, and which result in greatly sim-
plified expressions.

First we approximate the fluid-loaded elastic shell to a
fluid-loaded fluid shell~of circular cross section! and the
input impedance to the normal impedance of such a shell. In
doing this we are neglecting shear waves in the shell because
we are principally concerned with near normal wave compo-
nents. The resulting expression for the impedance is

Zcirc52 iZL

iZL@Yn~kla!Jn~klb!2Jn~kla!Yn~klb!#1Zw@Jn~klb!Yn8~kla!2Yn~klb!Jn8~kla!#

iZL@Yn~kla!Jn8~klb!2Jn~kla!Yn8~klb!#1Zw@Jn8~klb!Yn8~kla!2Yn8~klb!Jn8~kla!#
, ~9!

whereYn are Bessel functions of the second kind,ZL5rcl is
the impedance of the layer material~densityr and compres-
sional wave velocitycl!, kl is the wave number in the layer,
andZw is the impedance of the external loading fluid~den-
sity r f , velocity cf!, given by

Zw5
Psc

Vr
U

r 5a

52 ir fcf

Hn
1~ka!

Hn
18~ka!

. ~10!

Here, the impedance of the external fluid (Zw) is derived
from the expression for the scattered field@Psc, see Eq.~1!#.
This expression reduces to

Zcirc5rcl

4/p2kl
2ab2 i ~xr nsn1pnqn /x!

x21qn
2/x

, ~11!

wherex5Zw /rcl , and r n , sn , pn , andqn are products of
Bessel functions and their derivatives, as shown in Eq.~9!
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and defined in Abramowitz~Ref. 35, p. 361!.
As might be expected, in the limit wherebyka;kb are

sufficiently large that asymptotic expansions forJn , Yn , and
Hn are valid, expression~11! reduces to the normal input
impedance of a planar layer (Zflat) with a fluid half-space
backing, characterized only by the density of the layer, its
compressional wave velocity, and its thickness. The deriva-
tion is well known~see, for example, Ref. 36! and will not be
repeated here. The resulting expression forZflat is

Zflat5ZL

Zw1 iZL tan~kld!

ZL1 iZw tan~kld!
, ~12!

where Zw5r fcf is the contribution from the loading fluid
half-space, andd5a2b is the layer thickness.

The use of either of these impedances@Eq. ~11! or ~12!#
in expression~8! yields an equation whose solutions are ex-
pected to better approximate the resonance frequencies of the
fluid column than the roots ofJn8(kb)50 @Eq. ~6!# do.

II. CAVITY RESONANCES OF ELLIPTICAL
CYLINDRICAL SHELLS

A. Rigid boundary

As will be demonstrated the fluid column resonances of
a circular shell lie close to the free modes of vibration of the
fluid column within a rigid or finite impedance boundary, the
theory for which is presented above. An analogous approach
is used to solve for the deformed/elliptical cavities. The free
modes of vibration~i.e., with no incident wave! of a fluid
column with elliptical boundary are calculated as solutions
of the wave equation in elliptical coordinates. The geometry
and parameters of the problem are given in Fig. 2.

1. Elliptical coordinates

The coordinatesm, n represent families of confocal el-
lipses and hyperbolae, respectively. An ellipse having
‘‘pseudo-radial’’ coordinate m has an eccentricitye
5sech(m) and the distance between foci isf 52le, where,
for all ellipses having the same circumference, the semi-
major axis (l ) and semi-minor axis (s) are related by (s
1 l )/25b, where b is the radius of the limiting circle (e
50) from which the ellipse is deformed. If the inner and
outer boundaries of the shell~denotedb anda, respectively!
are parallel, thenma5mb5tanh21 (s/l) and the boundaries
have the same eccentricity, but different interfocal distances

f a , f b . In the circular limit, cosh (m)→`, f a cosh (m)/2
→a and f b cosh (m)/2→b as the foci coalesce (f 50); a and
b are then the outer and inner radii of the circular shell.

2. Wave equation and its solutions

Writing the Helmholtz equation for a pressure fieldP in
elliptical coordinates, we obtain

]2P

]m2 1
]2P

]n2 1
f 2

4
k2~cosh2 m2cos2 n!P50. ~13!

The separation of variablesP(n,m)5U(n) j (m) yields the
two equations

]2Q~n!

]n2 1S i2
f 2k2

8
cos 2n DU~n!50 ~14!

and

]2 j ~m!

]m2 2S i2
f 2k2

8
cosh 2m D j ~m!50, ~15!

where i is the separation constant. Equation~14! is
Mathieu’s equation and has solutions of periodp and 2p,
each of which can have even~e! or odd~o! symmetry about
n50. These solutions are the ‘‘Mathieu functions’’ which
are infinite series of circular functions:

Q5ce2n~n,q!5(
r 50

`

A2r
2n cos~2rn! ~e,p!,

Q5ce2n11~n,q!5(
r 50

`

A2r 11
2n11 cos„~2r 11!n… ~e,2p!,

Q5so2n~n,q!5(
r 50

`

B2r
2n sin~2rn! ~o,p!,

~16!

Q5so2n11~n,q!5(
r 50

`

B2r 11
2n11 sin„~2r 11!n… ~o,2p!,

wherece are evenMathieu functions,so are odd Mathieu
functions, the coefficientsA andB are found from recursion
relations,35 andq is a dimensionless parameter given by

2q5
f 2k2

8
. ~17!

For the same value ofi, Eq. ~15!, known as the ‘‘modi-
fied Mathieu equation,’’ has corresponding solutions

FIG. 2. Elliptical coordinate system and geometry of the elliptical shell.
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j 5 je2n~m,q!5(
r 50

`

A2r
2n cosh~2rm!, ~e,p!

j 5 je2n11~m,q!

5(
r 50

`

A2r 11
2n11 cosh„~2r 11!m…, ~e,2p!

j 5 jo2n~m,q!5(
r 50

`

B2r
2n sinh~2rm!, ~o,p!

~18!

j 5 jo2n11~m,q!

5(
r 50

`

B2r 11
2n11 sinh„~2r 11!m…, ~o,2p!

where je and jo are ‘‘radial Mathieu functions,’’ and even
and odd symmetry, respectively.

The solution of the Helmholtz equation for the pressure
P consists of the functions

Pn~n,m!5 H cen~q,n! jen~q,m!

son~q,n! jon~q,m!J , ~19!

each product being associated with a particular value ofi,
which is in turn dependent uponn and q ~and hencek!.
Boundary conditions applied atm5mb limit the values ofq
to a discrete set of real eigenvalues. Note that in the limit
q→0,

cen~q,n!→cosnf,

son~q,n!→sin nf, ~20!

jen~q,m!→ jon~q,m!→Jn~kr !,

the functions become the familiar circular functions.

3. Boundary conditions

At a rigid boundary the component of particle velocity
normal to the inner surface of the shell must vanish. In a
manner analogous to that of Sec. I B the resonance modes
(qn,m) of the elliptical cavity with rigid boundary are calcu-
lated as solutions of

jen8~qb ,mb!50, jon8~qb ,mb!50, ~21!

from which the wave numbers can be calculated fromqb

5 f b
2k2/16. The fact thatje→ jo as q→0 implies thatqn,m

(e)

→qn,m
(o) and hence

kn,m
~e!→kn,m

~o! as f→0, ~22!

which is simply the statement that the odd and even reso-
nance frequencies are equal in the circular limit. For then
50 case, only even solutions exist.

In summary, there exists a series of normal modes char-
acterized by their symmetry, and by the integersn and m.
We denote these normal modes (n,m,e) ~even solutions! and
(n,m,o) ~odd solutions!, and we can write the pressure dis-
tributions of these modes

Pn,m
~e! ~n,m!5cen~qn,m

~e! ,n! jen~qn,m
~e! ,m! ~even!,

~23!
Pn,m

~o! ~n,m!5son~qn,m
~o! ,n! jon~qn,m

~o! ,m! ~odd!.

B. Impedance boundary

The solution of the internal problem involving a finite
impedance boundary was discussed in Sec. I C for the circu-
lar geometry. This technique is now applied to the elliptical
geometry. As with the rigid boundary formalism, solutions
of even and odd symmetry, and periodp and 2p, exist; but
for brevity we shall suppress reference to them, and their
arguments, referring only to a solution denotedP(x), where
x is a or b and the arguments may be deduced from the
context of the equation.

At the inner boundary (b) the normal component of ve-
locity in the fluid column (Vr) is related to the pressure (Pfl)
by

Vr~b!5
i

vr f

dPfl~b!

dn
5

i

vr f

1

hm

dPfl~b!

dm
, ~24!

wherev is the angular frequency,dn5hmdm is normal to
the ellipse, and the metrichm5 f bA„cosh(2mb)2cos(2n)…/8 is
a function of the angular coordinate~n!. The boundary con-
ditions atb can be written

Pfl~b!

Vr~b!
5Zinp , ~25!

whereZinp is the mechanical surface impedance of the shell
and Pfl /Vr is the radiation impedance on the inner surface.
Combining~24! and ~25!, we obtain

dPfl~b!

dm
1 i

vr fhm

Zinp
Pfl~b!50. ~26!

The actual impedance of the shell (Zinp) is properly given by

Zinp5
Play~b!

Vlay~b!
5

Play~b!

i

vr

1

hm

dPlay

dm U
b

, ~27!

wherePlay , the pressure in the layer, depends upon boundary
conditions at the outer boundarya. Substituting this expres-
sion into ~26! yields

Pfl8~b!1 i
vr f

Xinp
Pfl~b!50, where Xinp5

Play~b!

i

vr

dPlay

dm U
b

,

~28!

this equation having no angular dependence. Knowledge of
Zinp ~or Xinp! would constitute a complete solution of the
scattering problem. UnfortunatelyZinp is unknown, and can-
not be computed. In the present study we do not calculate
Xinp exactly, but seek an approximation, as follows.

In the circular limit (f→0), dm→dn/b and so

Xinp→
Zcirc

b
, ~29!

whereZcirc is the input impedance of a circular shell of inner
radiusb. The use ofZcirc for eccentricities greater than zero
amounts to the approximation that the input impedance is
that of a circular shell irrespective of eccentricity. The im-
pedance of the circular shell can be approximated to that of
an acoustic shell characterized by only one velocity@as in
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Eq. ~11!#. As in Sec. I we can further approximate the sur-
face impedance to the input impedance of a planar layer
(Zflat) having the same thickness@Eq. ~12!#. Both expres-
sions ~11! and ~12! have been found to give very similar
values for the surface input impedance, and produced insig-
nificant differences in the final results. Therefore in the
present study the simpler expression for the planar layer is
used throughout. With these approximations, Eq.~28! be-
comes

Pfl8~b!1 i
r fcfkb

Zflat
Pfl~b!50. ~30!

The roots of~30! areqn,m
e/o and the corresponding wave num-

bers arekn,m
e/o @found from Eq.~17!#. As before each (n,m)

labels a pair of resonances~even and odd! that are degenerate
in the circular limit. The results of the rigid boundary ap-
proximation emerge from the above formalism~30! as the
special caseZinp→`; i.e., Pfl8(b)50.

III. EXPERIMENTAL SYSTEM

The measurements were made using a schlieren tech-
nique described in greater detail in several previous
papers.7,29–31 The schlieren system is shown in Fig. 3. A
high-power light-emitting diode is used as the optical source,
a pair of condensing lenses focus the light onto a pinhole,
and a parabolic mirror is used to collimate the resulting light
beam which is passed though a tank of water containing the
acoustic field. In the tank a transducer~resonant at 450 kHz,
driven in continuous mode! is positioned with its axis per-
pendicular to that of the light beam and insonifies the cylin-
drical shell ~suspended using nylon thread! normal to its
axis. The light emerging from the tank it focused by another
parabolic mirror and forms a diffraction pattern whose side
orders contain the light that has been diffracted out of the
main beam by the pressure variations in the acoustic field.
The central order is blocked and the remaining light com-
bined using the lens of a camera~still or video! to form an
image of the acoustic field. For low acoustic pressures the
resulting optical image approximates the square of the acous-
tic pressure field.7 In the present application the resonances
of the shell are located by varying the frequency applied to
the transducer and observing the optical image using a video
camera. At the resonance frequencies standing wave fields
can be clearly seen in the fluid column.

IV. RESULTS

The experimental system has been used to locate and
image resonances of circular and elliptical shells and results
are compared with the predictions made using the model
described in Secs. I and II.

A. Fluid column resonances of a brass cylindrical
shell of circular cross section

In order to assess the system performance the resonance
behavior of a circular brass cylindrical shell was investi-
gated. This shell had radii of (b) 14.25 mm and (a) 15.85
mm, giving a radii ratio (b/a) of 0.90. All samples used in
the measurements had a length of 100 mm. Using the experi-
mental system, the fluid column resonances of the brass shell
were located; results are presented for the frequency band
stretching from the~3,3! mode to the~3,4! mode and are
given in Table I.

The experimental results are given in the second col-
umn, and theoretical predictions, made by examining the
computed pressure distribution in the fluid column and in the
far-field form function, are given in the third and fourth col-
umns. The fifth and sixth columns give results for the free
vibrations of the fluid column with both infinite and finite
impedance boundary conditions. The velocities within brass
were taken to be 4372 m s21 ~compressional! and 2180
m s21 ~shear!, the density of brass was 8485 kg m23, and the
velocity and density of the fluid~water! were 1473 m s21 and
998 kg m23, respectively.

The results obtained using the finite impedance bound-
ary model are seen to be in good agreement with the experi-
mental results, and a significant improvement upon the rigid
boundary approximation. From this we conclude that the im-
pedance boundary formulation is perfectly adequate for cal-
culating the resonance frequencies of the cavity.

The computed backscattered form function is shown in
Fig. 4~a!. A great many narrow resonances can be seen,
many of them being due to the fluid column. The narrow
frequency band (kb511→15) is shown in Fig. 4~b! and the
frequencies of the fluid column resonances located with the
schlieren technique are marked as vertical lines in the figure.

FIG. 3. The schlieren visualization system.

TABLE I. Fluid column resonances of a brass cylindrical shell of radiia
and b (b/a50.90) showing comparison ofkb values determined experi-
mentally using the schlieren system and determined using different theoret-
ical models. The full elasticity theory is used for the plane wave calculations
~Sec. I!.

Plane wave theory Free vibrations
Experiment Pressure Form Rigid Impedance
schlieren distribution function boundary boundary

Mode kb kb kb kb kb

~3,3! 11.46 11.45 11.45 11.35 11.44
~1,4! 11.80 11.79 11.80 11.71 11.79
~4,3! 12.79 12.78 12.78 12.68 12.77
~7,2! 13.03 13.01 13.01 12.93 13.04
~2,4! 13.26 13.25 13.25 13.17 13.24
~0,5! 13.41 13.40 13.40 13.32 13.39
~5,3! 14.10 14.09 14.09 13.99 14.06
~8,2! 14.21 14.19 14.19 14.12 14.21
~3,4! 14.67 14.66 14.66 14.59 14.65
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These are seen to agree well with the sharp features in the
form function.

A schlieren image of the~3,3! fluid column resonance
mode of this shell has been presented previously7 and other
examples of resonance modes of circular shells are given in
Knappet al.37 and Chinnery and Humphrey.8

B. Elliptical shell—experimental results

Of the nine fluid column modes located in the circular
sample~Table I!, six were chosen for further investigation as
the shell was deformed. The six modes, in ascending order of
frequency were~3,3!, ~1,4!, ~4,3!, ~2,4!, ~0,5!, and~3,4!. All
of these resonances were found between 190 and 250 kHz
with the present experimental arrangement.

The resonances within five brass cylindrical shells of
differing eccentricity were located and photographed using
the schlieren system and compared with theoretical predic-
tions made using the model presented in Sec. II. Taking the
internal semi-minor axis of each sample to bes, and defining
a deformation parameterg512s/b, the five samples had
deformations ofg50%, 3.4%, 6%, 8%, and 10.4%. All the
samples were 100 mm long and made by distorting samples
of the same cylindrical shell as that described previously.

The angle that the acoustic beam made with the major
axis of the ellipse was varied, depending on the symmetry of
the resonance sought: all even solution resonances were
found by insonifying along the major axis; the odd solution
resonances required insonification at other angles in order to
properly excite the modes. In all cases the cylinder was in-
sonified normal to its own axis.

The experimentally determined resonance frequencies
are given in Table II and shown in Fig. 5 for comparison
with those of the circular sample. The distribution of reso-
nances of the deformed cavities is initially rather confusing;
many more modes are detected than for the circular sample,
and the resonance patterns of many of these modes do not

resemble those of the circular shell, and cannot be easily
classified. The ordering and classification of the data given in
Table II is only possible after undertaking the theoretical
investigations described in the next section.

C. Elliptical shell—theoretical results

The model described in Sec. II can be used to predict the
behavior of the fluid column modes as the eccentricity of an
initially circular cavity is increased.

Concentrating on the six modes that were the subject of
the experimental investigation, the model was used to calcu-
late the frequencies@Eq. ~30!# of the modes at different ec-
centricities and to calculate the acoustic field in the cavity
@Eq. ~23!#. The variation of resonance frequency with defor-
mation is shown in Fig. 6 where it is seen that each reso-
nance of the circular shell splits into two as the symmetry is
broken, except for ann50 resonance atkb'13.4, which is
isolated. The agreement between theory and experiment is
good enough to allow the experimental data to be inter-
preted; each of the experimentally observed resonances can
be associated with a particular branch of the plot, and thus
ultimately with a resonance of the circular~undeformed! cav-
ity.

All of the even solutions@except~0,5!# have an initial
decrease in thekb value as the shell is initially deformed. As
it is deformed still further, however, thekb values begin to
increase again and eventually become greater than the initial
values for a circular shell. Comparison of the~3,3,e! and

FIG. 4. ~a! Backscattered far-field form function of the cylindrical shell.~b!
Resonances located using the schlieren technique; comparison of experi-
mentally determined frequencies~vertical lines! with the predicted plane
wave form function~solid line! over a narrow band of frequencies.

TABLE II. Normalized frequencies (kb) of fluid column resonance modes
of deformed cavities~of different eccentricities! located with schlieren.

g 0% 3.4% 6.0% 8.0% 10.4%
Eccentricity 0 0.36 0.46 0.52 0.59

Mode kb kb kb kb kb

~3,3,o! 11.46 11.46 11.48 11.52 11.59
~3,3,e! ••• 11.37 11.28 11.21 11.17
~1,4,o! 11.80 12.12 12.32 12.55 12.86
~1,4,e! ••• 11.76 11.84 11.94 12.11
~4,3,o! 12.79 12.77 12.75 12.75 12.79
~4,3,e! ••• 12.74 12.63 12.52 12.45
~2,4,o! 13.26 13.36 13.48 13.63 13.83
~2,4,e! ••• 13.12 13.12 13.18 13.29
~0,5,e! 13.41 13.74 13.97 14.25 14.57
~3,4,o! 14.67 14.69 14.75 14.84 14.99
~3,4,e! ••• 14.52 14.44 14.42 14.50

FIG. 5. Experimental locations of resonances in deformed shells~points!
compared with locations for undeformed shells~vertical lines!.
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~3,4,e! modes show that the number of wavelengths across
the diameter (m) does not play such a large part in the varia-
tions as does the order (n). The odd solutions behave differ-
ently. Then53 andn54 resonances show a slight decrease
beforek begins increasing, while the lower-order modes be-
gin increasing immediately.

Degeneracies—or level crossings—can be seen to exist
at certain eccentricities where the curves cross. As the defor-
mation increases to high values, all the resonance frequen-
cies increase, as might be expected considering that the vol-
ume decreases as the eccentricity increases~since the
circumference is constant!.

The remaining differences between the experimental re-
sults and the theoretical predictions are thought to be mainly
due to a certain amount of ‘‘flattening’’ that occurred along
the portions of the ellipse in contact with the jaws of the
press with which they were produced. This flattening is only
noticeable for the highly eccentric samples.

In Figs. 7 and 8 theoretical predictions of the schlieren
images are presented alongside experimentally obtained re-
sults for the field inside the fluid column. The theoretical
plots show the optical distribution calculated using a value of
the Raman–Nath parameter of 3.4, which has been shown7

to give a reasonably accurate representation of both the pres-
sure distribution and the experimental images. It should be
noted that the even/odd symmetry of the modes refers to
symmetries in the pressure field itself and not in the optical
images. The~3,4! fluid column mode is shown for three of
the deformed samples of differing eccentricity. Modes lying
on the odd branch~Fig. 7! resemble the~3,4! mode of the
circular cavity~not shown!, but the even modes~Fig. 8! are
very different in appearance from anything previously seen
in the circular cavity. Only small deformations are necessary
to alter the appearance of many resonances significantly. The
agreement between theory and experiment is very good, vali-
dating the theoretical approach of the previous section, and
the approximation of the deformed shells to elliptical cylin-
ders.

Although experimental results could not be obtained for
higher eccentricities, the theoretical calculations have been

extended to predict the behavior of the wave numbers, and
the acoustic field, at these much higher eccentricities.

Figure 9 shows a sequence of images for the~1,4! reso-
nance modes, of both even and odd symmetry, as the ellipse
is deformed to high eccentricities. In the circular limit the
modes are degenerate and the wave fields identical~except
for a 90-deg rotation!. The variation of frequency with ec-

FIG. 6. Variation of frequency (kb) with deformation~g! for selected fluid column resonance modes (n,m,e/o). Theory~lines! and experimental observation
@points; even~d! and odd~s! modes#.

FIG. 7. ~3,4,o! fluid column resonances of elliptical shells of different ec-
centricity e ~% deformationg!. Theoretical model~left! and schlieren im-
ages~right!.
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centricity was given in Fig. 6. As the eccentricity increases
the two modes become quite different.

V. CONCLUSION

This paper has presented an experimental and theoretical
study of how the fluid column resonances of circular cylin-
drical shells behave as they are deformed. The aim has been
to investigate the sensitivity of the resonance modes to per-
turbations in the shape of the structure. Six fluid column
resonances were located in five deformed shells of differing
eccentricity. The resonances were located using schlieren
and photographs of the resonance patterns obtained with the
system.

Theoretical models for the standing waves within circu-
lar and elliptical cavities have been described, and used to
predict the resonance frequencies and acoustic wave fields of
the fluid column modes of the cavities. Good agreement with
experiment has been obtained when the finite impedance of
the shell is included in the model.

The deformed~elliptical! shells are seen to possess
many more modes of vibration than the undeformed~circu-
lar! shells. Mode splittings occur as the circular symmetry of
the shell is broken, and level crossings are observed in the
spectra as eccentricity varies.

It has also been shown that predictions of resonance
frequency made by examining the form function amplitudes,

and interior pressure distributions, were in good agreement
with each other, and with experimental measurements made
using schlieren. The zeros ofJn8(kb)50 were found to be, in
general, slightly lower, revealing the extent to which the
shell’s finite impedance influences the resonance frequencies
of the fluid column.

Other types of resonance of the cylindrical shells~such
as shell resonances and Stoneley wave resonances! have not
been discussed, although they have all been observed within
the elliptical shells using the schlieren system.

The advantages of using the schlieren technique to study
the resonance behavior of two-dimensional fluid-filled struc-
tures has been demonstrated. The application of this tech-
nique to another noncircular geometry has previously been
presented by the authors.9
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operating in atmospheric turbulence
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A method is described for assessing the precision of wavefront direction-of-arrival~DOA! estimates
made by acoustic arrays. Arrays operating in turbulent atmospheric boundary layers are considered.
The method involves calculating the Cramer–Rao lower bound, which describes the best obtainable
DOA precision~performance! for a given array and environment. For simplicity, it is assumed that
the source is monochromatic, and multipath effects are not considered. The predicted performance
bounds are found to degrade with increasing propagation distance, increasing frequency, and
increasing turbulence strength. Performance predictions using several different three-dimensional
turbulence models are compared: isotropic and anisotropic Gaussian models, the von Ka´rmán
model, and the Kolmogorov model, with the last in both intermittent and nonintermittent forms.
When array performance is limited by turbulence~as opposed to background noise!, the turbulence
model strongly affects the calculated performance bounds. The results also suggest that degradation
in DOA estimates results primarily from shear-generated, small-scale fluctuations in the wind
velocity. Large, boundary-layer-scale eddies may still play a significant indirect role by driving
intermittent episodes of high wind shear.@S0001-4966~98!01403-9#

PACS numbers: 43.28.Fp, 43.28.Vd@LCS#

INTRODUCTION

Acoustic sensor arrays have long been used to detect,
locate, and identify underwater objects. In the atmosphere,
however, acoustic arrays have so far been used only rarely; a
variety of radar and optical systems are much more widely
employed. Still, acoustic systems do offer some potential
benefits that can be exploited: they are relatively inexpen-
sive, do not require a line-of-sight propagation path, are un-
affected by smoke and other obscurants, and can be used
effectively to supplement existing electromagnetic technolo-
gies.

One important characteristic of acoustic systems de-
ployed in the atmosphere is that their performance depends
strongly on atmospheric conditions. Performance is normally
enhanced by still, nighttime conditions, and degraded by at-
mospheric turbulence occurring during windy conditions or
on a sunny day. This is because array beamforming relies on
good mutual coherence between the signals received by the
individual sensors; turbulence causes a loss of such coher-
ence.

This paper discusses general models for the effect of
turbulence on direction-of-arrival~DOA! estimates made by
acoustic sensor arrays deployed in the atmosphere. Array
performance in the presence of turbulence is quantified by
calculating theoretical lower bounds on the precision of the
DOA estimates. A general framework for calculating such
lower bounds was developed recently by Song and Ritcey1

and applied to propagation through random fluctuations in
the ocean; in this paper I adapt their analysis to the atmo-
spheric case and examine the features of atmospheric turbu-
lence that most strongly affect acoustic array performance.
This task is complicated by the varied and complex structure
of atmospheric turbulence. Although no completely satisfac-

tory model exists for atmospheric turbulence, comparisons
between several atmospheric turbulence models, each of
which has its own relative merits and shortcomings, can lead
to some important conclusions. The models I consider are an
isotropic Gaussian model, an anisotropic Gaussian model de-
veloped by Wilson and Thomson,2 a von Kármán model, and
a Kolmogorov model in both nonintermittent and intermit-
tent forms.~Among the models considered in this paper only
the Kolmogorov one can be extended to incorporate intermit-
tency.!

The general DOA estimation problem is formulated in
two dimensions in this paper. Although the formulation ap-
plies to planar arrays having an arbitrary orientation, one
must be careful when applying it to a vertical plane. In this
case atmospheric refractive effects can complicate matters,
so that the DOA may be quite different from the actual
source elevation angle. Then accurate assessment of the
source elevation will depend on good calculations of refrac-
tion, as well as the DOA estimate. On the other hand, when
the formulation is applied in a horizontal plane, refractive
effects will be less important, and the DOA should corre-
spond reasonably well to the azimuthal bearing of a source.
Hence, when I apply the formulation later in this paper, I
consider only horizontal array configurations.

For simplicity, the analysis in this paper also assumes
that there is a single, monochromatic, plane-wave source.
Multipath effects are not considered. The basic analysis, us-
ing a matrix representation for sensor cross correlations, is
given in Sec. I. Incorporation of turbulence models is dis-
cussed in Sec. II. Example calculations of array performance
for realistic atmospheric conditions are presented in Sec. III.
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I. SENSOR CROSS-CORRELATION ANALYSIS

A. General formulation

Consider an array havingN sensors. The signal at each
sensor is assumed to have two contributions: one that has
propagated through the atmosphere from a source of interest
and arrives with a wavefront normal directionc, and a sec-
ond consisting of random noise. The time-varying complex
envelopes~phasors! of the two contributions are indicated by
s(c,t) andn(t), respectively. Boldface type is used here to
indicate matrices, in this case column vectors havingN ele-
ments, one element corresponding to each sensor. The source
contribution varies in time because of the effect of random
turbulent fluctuations on the propagation. The noise contri-
butions, which also vary in time, may be from wind noise or
other competing acoustic sources. The total received signal is

p~c,t !5s~c,t !1n~ t !. ~1!

The cross correlations between the sensor signals can be
written compactly in matrix form as

Rpp~c!5^p~c,t !p* ~c,t !&, ~2!

where the angle brackets indicate the ensemble average, and
the asterisk indicates complex conjugation and transposition.
Assuming the source signal and noise are uncorrelated, the
total cross-correlation matrix is the sum of the source and
noise cross-correlation matrices:

Rpp~c!5Rss~c!1Rnn~c!. ~3!

Furthermore, assuming that the noise signals at the sensors
are mutually uncorrelated and equal in variance, we have

Rpp~c!5Rss~c!1sn
2I , ~4!

wheresn
2 is the noise variance.~The assumption of uncorre-

lated noise signals may be a poor one in some circumstances,
and will need to be scrutinized in future work.! It is conve-
nient to normalize the signals and noise so thats(c,t) has
unit variance. Thensn

2 becomes a noise-to-signal variance
ratio. It is related to the signal-to-noise ratio in decibels
~SNR! by sn

25102SNR/10.
Realistic modeling of the source-signal cross-correlation

matrix is rather difficult. WhileRss(c) depends most impor-
tantly on the relative sensor positions, it also depends on
several other factors that affect the propagation, such as tur-
bulence, refraction, and absorption of sound by air. For the
time being, let us assume perfect plane-wave propagation
through a nonturbulent atmosphere. The former assumption
is reasonable if the dimensions of the array are small com-
pared to its distance from the source. Then the phase factor
representing the delay between wavefront incidence at two
array elementsm andn is

Smn~c!5exp@2 ikrmn cos~c2amn!#, ~5!

where k52p/l is the wave number,l is the wavelength,
rmn5@(xm2xn)21(ym2yn)2#1/2 is the interelement spac-
ing, amn5arctan@(ym2yn)/(xm2xn)# is the angle between the
elements, andxm5(xm ,ym) is the location of themth ele-
ment. The matrix formed from the phase delays,S~c!, is

called thearray steering matrix. In the nonturbulent case,
Rss(c)5S(c).

The effect of turbulence can be incorporated using the
transverse mutual coherence function, or MCF. The MCF is
defined here by

G~rmn!5
^pm~ t !pn* ~ t !&

^pm~ t !pm* ~ t !&
, ~6!

where pm(t) and pn(t) are the complex envelopes at two
sensors whose separationrmn5xm2xn is parallel to the
wavefronts ~transverse to the propagation direction!. ~Be-
cause only plane-wave propagation is considered here, the
average mean intensity at the two receivers matches, i.e.,
^pmpm* &5^pnpn* &.!

I assume now that the coherence between a pair of sen-
sors can be estimated adequately by multiplying the phase
factor that would occur in the absence of turbulence by the
MCF for wavefront incidence parallel to the sensor pair. The
reason why I make this assumption is that there are appar-
ently no results available for the MCF under conditions of
oblique wavefront incidence. Hence the turbulence effect is
included by setting

Rss~c!5S~c!(T, ~7!

where the symbol( indicates the Hadamard matrix product
~simple element-by-element multiplication!, and

Tmn5G~rmn!. ~8!

B. Performance bounds

We can quantify the performance of the sensor array by
calculating the mean square error,^(c2ĉ)2&, whereĉ is the
estimated DOA. According to the Cramer–Rao theorem, the
minimum mean square error is the inverse of the Fisher in-
formation matrix,J~c!:3

^~c2ĉ !2&>J21~c!. ~9!

The right-hand side of Eq.~9! is called theCramer–Rao
lower bound~CRLB!. In our case, since we have only one
parameter to be determined,c, the information matrix is ac-
tually a scalar.~For multiple source detection problems, the
information matrix would have multiple elements.! Song and
Ritcey1 show, for signals having a joint-Gaussian probability
distribution, that

J~c!5M trS Rpp
21 ]Rpp

]c
Rpp

21 ]Rpp

]c D . ~10!

In the above, tr~ ! is the trace of the matrix, andM is the
number of statistically independent samples used to estimate
the correlation matrix ofp(c,t).

It must be kept in mind that the Cramer–Rao theorem
gives theminimumpossible error. Since turbulence effects
on the propagation are random, theactual error is also ran-
dom. Furthermore, the actual error depends on the DOA es-
timation method. Among the more common methods are
delay/sum beamforming and maximum-likelihood estima-
tion. For the sensor array performance evaluations in Sec. III
of this paper, only calculations of the CRLB will be pro-
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vided, as opposed to calculations of actual array performance
corresponding to specific estimation methods. The calculated
errors are therefore intrinsically optimistic. However, it is
worth pointing out that Song and Ritcey,1 in their calcula-
tions of random ocean effects on DOA estimates, were able
to achieve performance very near the CRLB using the
maximum-likelihood method.

For the calculations appearing in Sec. III of this paper,
when I refer to the CRLB I will actually mean the square
root of J21(c). My reason for doing so is that the actual
CRLB has units (deg)2, and it is more natural to think of the
error bounds in plain degrees. The distinction between the
actual CRLB and its square root should be clear from the
context, because of the difference in units.

As a simple example, let us consider a two-element ar-
ray. In this case

S~c!5F 1 e2 ikd cos~c2p/2!

e2 ikd cos~c1p/2! 1 G ,

T5F 1 G~d!

G~d! 1 G ,
and

Rnn5Fsn
2 0

0 sn
2G .

Calculating the derivative ofRpp5S(T1Rnn with respect
to c, and its inverse, we find the following result for the
CRLB:

J21~c!5
12G2~d!1sn

2~21sn
2!

2M ~kd!2G2~d!cos2 c
. ~11!

Clearly, the two-element array performs best when the
source is broadside (c50). In fact, when the source is in a
line with the receivers (c5p/2), the CRLB becomes singu-
lar. Note also that it is desirable to makekd as large as
possible, in order to create a large phase difference between
the elements.

At this point, we have now succeeded in relating the
lower performance bound for the array to the MCF for the
turbulence. The next step is to determine the MCF.

C. The MCF and 2-D structure function

For homogeneous, isotropic, and nonintermittent turbu-
lence, when the parabolic and Markov approximations to the
wave equation are valid, the MCF is given by4–8

G~r!5expH 2
pk2X

2
@b~0!2b~r!#J , ~12!

where b(r) is the two-dimensional (2-D) correlation
function9 of the fluctuation in the squared index of refraction,
N, andX is the source/array separation distance. By defini-
tion, N5n221, wheren5c0 /c is the index of refraction,c
is the actual sound speed, andc0 is its ambient value. The
speed of sound in the atmosphere depends on both tempera-
ture and humidity, being given by10

c.20AT~110.26hs!, ~13!

where T is the absolute temperature andhs is the specific
humidity ~mass of water vapor divided by the total mass of
the moist air!. Fluctuations in the sound speed,c85c2c0 ,
are normally small compared to the ambient value, and the
influence of humidity fluctuations is also generally small.
With these assumptions

N.2
2c8

c0
.2

T8

T0
, ~14!

wherec0520AT0 and T85T2T0 . Hence correlation func-
tions for N are approximately equal to correlation functions
for normalized temperature fluctuations.

The 2-D correlation function is defined as the integral,
over the direction of propagation, of the usual, 3-D correla-
tion functionR(r )5^N(r )N(0)&.4 Taking thex (r 1) axis to
be the propagation direction, the 2-D correlation is specifi-
cally

b~r!5
1

2p E
2`

`

R~r 1 ,r 2 ,r 3!dr1 , ~15!

wherer5(r 2 ,r 3). When the turbulence is homogeneous and
isotropic we may write the 2-D correlation function in an
alternative form involving the spectral density functionF
~k!. This alternative form is derived using the fact that the
3-D correlation and spectral density functions constitute a
Fourier transform pair:

R~r !5E
2`

`

F~k!exp~ i k–r !d3k, ~16!

F~k!5
1

8p3 E
2`

`

R~r !exp~2 i k–r !d3r . ~17!

Now, by Fourier transforming Eq.~16! with respect tor 1 ,
and settingk150, we find the following expression equiva-
lent to Eq.~15!:

b~r!5E
2`

` E
2`

`

F~0,k2 ,k3!

3exp@ i ~k2r 21k3r 3!#dk2dk3 . ~18!

The effect of wind velocity fluctuations on a propagating
sound wave is similar to the effect of sound speed fluctua-
tions. By making a parabolic approximation to the acoustic
wave equation, Ostashev11 has shown that, in the presence of
turbulent velocity fluctuations,N can be replaced by the fol-
lowing effective value:

Nmov5N22v1 /c0 , ~19!

in which v1 is the fluctuation of the velocity component par-
allel to the direction of propagation. Hence it is natural to
consider statistics of a normalized velocity fieldui

52v i /c0 , for example the correlation function

Ri j ~r !5^ui~r !uj~0!&. ~20!

When dealing with correlations of a vector field such asui ,
it is necessary to keep track of the orientation of the velocity
components relative to the direction of the displacementr .
When Eq.~15! is applied to a vector field, we must therefore
take care that the correlation function is for the velocity com-
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ponents parallel to the propagation path~the direction of in-
tegration!:

bi~r!5
1

2p E
2`

`

R11~r 1 ,r 2r 3!dr1 . ~21!

Note that for an isotropic field Eq.~21! is equivalent to de-
fining bi(r) by integratingR22 along ther 2 axis, or R33

along ther 3 axis. @We could also define a transverse 2-D
correlation by making the integration perpendicular to the
velocity components~e.g., by integratingR11 along ther 2

axis!, although this function would apparently have little
value in acoustics.#

It is also convenient to define atwo-dimensional struc-
ture functionas

d~r!52@b~0!2b~r!#, ~22!

and similarly for bi(r). The 2-D structure function is the
2-D counterpart of the usual structure function,

D~r !5^@N~r !2N~0!#2&52@R~0!2R~r !#. ~23!

With this definition for the 2-D structure function, Eq.~12!
becomes

G~r!5expH 2
pk2X

4
d~r!J . ~24!

D. Incorporating intermittency

When turbulence intermittency12,13 is included in the
model, statistics such as the turbulent dissipation rates and
structure functions becomelocal properties of the flow; that
is, they vary in space and time. We therefore define a local
MCF G̃(r,ẽ,x̃) such that

G̃~rmn ,ẽ,x̃ !5
^pm~ t !pn* ~ t !u ẽ,x̃ &

^pm~ t !pm* ~ t !u ẽ,x̃ &
, ~25!

where the vertical bar indicates conditional sampling, andẽ
and x̃ are the local~path-averaged! dissipation rates for tur-
bulent kinetic energy and temperature variance, respectively,
defined as14

ẽ5
1

X E
0

X

e~j!dj, ~26!

x̃5
1

X E
0

X

x~j!dj. ~27!

In terms of the dissipation rates, the local structure-function
parameters are15

C̃N
2 .

2

T0
2 ẽ 21/3x̃, ~28!

C̃u
2.

8

c0
2 ẽ 2/3 ~29!

@see also Eqs.~70! and ~77!#. In order for Eq.~25! to be a
useful definition, it must be assumed that the period of the
acoustic wave is much smaller than the time scales associ-
ated with variability in path-averaged turbulence properties.
Otherwise it would be impossible to define a time-varying

complex envelopepm(t) that responds toẽ and x̃. Fortu-
nately, ẽ and x̃ normally vary over intervals of several sec-
onds at the fastest.16

One interpretation of Eq.~25! is that if we were to some-
how measure the average dissipation ratesẽ andx̃ along the
propagation path, and then average numerous samples ofpm

and pn* for fixed values ofẽ and x̃, we would obtain a
statistical estimate forG̃(r,ẽ,x̃ ). In practice we might also
be able to obtain estimates forG̃ using a very large array of
microphones. If the coherence radius~the value ofr at which
G̃ decays by a factor 1/e! is small compared to the array
dimensions and the turbulent length scale associated with the
intermittency, then we could estimateG̃ by averaging over a
large number of microphone pairs.

For spatially varying structure-function parameters, Ta-
tarskii and Zavorotnyi17 indicate that the MCF, Eq.~6!,
should be generalized to the following:

G̃~r,ẽ,x̃ !5expH 2
pk2

4 E
0

X

d~j,r!djJ , ~30!

in which d(j,r) is the 2-D structure function at a particular
time and longitudinal positionj along the propagation path.
It will be shown in Sec. II D that for nonintermittent, inertial
subrange turbulence, the 2-D structure function is propor-
tional to the structure-function parameterCN

2 ~or Cu
2! times

r5/3. In the intermittent formulation,CN
2 is replaced byC̃ N

2 ,
its average value along the propagation path. Using Kolmog-
orov’s inertial-subrange scaling@i.e., Eq.~73! in Sec. II D#,
we therefore have

G̃~r,C̃ N
2 !5exp$0.464pk2Xr5/3C̃ N

2 /4%. ~31!

For turbulent velocity fluctuations,C̃ N
2 is replaced byC̃ u

2,
and the constant 0.464 is replaced by 0.850, in accordance
with Eq. ~79!.

What is needed to complete the formulation of intermit-
tent propagation is a probabilistic model describing the
variations inC̃ N

2 andC̃ u
2. Kolmogorov12 and Obukhov13 pro-

posed that the local dissipation rates have a log-normal prob-
ability density function~pdf! ~i.e., ln ẽ and lnx̃ are normal!.
More generally, ẽ and x̃ can be modeled as jointly
log-normal.18 Other researchers have since verified that the
log-normal model works reasonably well, except for predict-
ing the ‘‘tails’’ of the pdf ~i.e., the occurrence of very large
or very small values of lnẽ or ln x̃ !. I use the log-normal
model in this paper.

If ẽ andx̃ are jointly log-normal, it follows thatC̃ N
2 and

C̃ u
2 are jointly log-normal.19 Therefore the pdf ofh5C̃ N

2 ~or
h5C̃ u

2! is

P~h!5
1

A2phs ln h

expF2
~ ln h2mln h!2

2s ln h
2 G , ~32!

wheremln h5^ln h& is called the log-mean, ands ln h
2 5^(ln h

2mln h)2& the log-variance. A general property of the log-
normal distribution is that

mln h5 ln^h&2s ln h
2 /2, ~33!

allowing us to rewriteP(h) as
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P~h!5
1

A2phs ln h

expF2
„ln~h/^h&!1s ln h

2 /2…

2

2s ln h
2 G .

~34!

This form is more convenient than~32!, since in practice we
normally have some method for determiningCN

2 5^C̃N
2 &, but

do not know^ ln C̃N
2& directly.

The log-variance of quantities such as the volume-
averaged structure-function parameters, in a high Reynolds
number flow, obeys the formula12,20

s ln h
2 5m lnS L

D D , ~35!

wherem is a constant,L is the integral length scale, andD is
a linear scale characteristic of the averaging volume. As the
averaging volume becomes small in comparison to the large-
scale flow features, the log-variance increases. Most recent
studies, usually involving either laboratory measurements or
numerical flow simulations, suggest the constantm is in the
range 0.15–0.25.21–23 One notably different result comes
from Kukharets’s24 atmospheric measurements, from which
he foundm50.80060.343. J. G. Brasseur25 has suggested
that the discrepancies in measurements ofm result from non-
universality of Eq.~35! when it is applied to different flows.
It could also be that Kukharet’s measurements included sub-
stantial global intermittency of the type discussed by
Mahrt,26 as opposed to thesmall-scale~turbulent! intermit-
tency considered in this paper. For the calculations in this
paper I have setm50.25.

Having settled on the log-normal model forC̃N
2 andC̃u

2,
we can now formulate statistics for the local MCF. In par-
ticular ~considering onlyC̃N

2 for simplicity!, we can deter-
mine an unconditionally averaged MCF fromP(C̃N

2 ) using
the relationship

^G̃~r,C̃N
2 !&5E

0

`

G̃~r,C̃N
2 !P~C̃N

2 !dC̃N
2 . ~36!

Besides the average MCF, it is important to establish the
extreme values between whichG̃(r,C̃N

2 ) varies. One method
for doing so is to calculate confidence bounds onG̃(r,C̃N

2 ).
A normally distributed random variable falls betweenm
21.65s andm11.65s 90% of the time. Hence we can cal-
culate 90% confidence bounds onG̃(r,C̃N

2 ) by evaluating Eq.
~31! at

C̃N
2 5exp~mln N61.65s ln N!

5CN
2 exp~20.5s ln N

2 61.65s ln N!, ~37!

and similarly forG̃(r,C̃u
2).

II. TURBULENCE MODELS FOR THE 2-D STRUCTURE
FUNCTION

Most previous spectral models appearing in the atmo-
spheric sciences literature are one-dimensional~e.g., the
work summarized by Panofsky and Dutton27!, but we need
full 3-D spectral~or 3-D correlation! models in order to com-
pute the 2-D structure function, which is in turn needed to
compute the MCF@Eq. ~24!#. Unfortunately, there are cur-

rently no ~and probably never will be! 3-D turbulence mod-
els that are known to work satisfactorily for a wide variety of
atmospheric conditions. This is because atmospheric turbu-
lence structure is determined by complex interactions be-
tween shear instability, temperature stratification, surface
roughness, and the Coriolis force, among other factors.
Hence we are forced to consider idealized spectral models.
Some specific 3-D spectral models for atmospheric turbu-
lence are discussed in this section.

The first such idealization I consider is the isotropic,
homogeneous Gaussian model. The main advantage of the
Gaussian model is its analytical convenience. Unfortunately
most of the energy in the Gaussian model is concentrated at
a single spatial scale; the model cannot represent the broad
distribution of energy across spatial scales that is a well-
known characteristic of high Reynolds number turbulence.
The next model discussed, the Wilson and Thomson2 model,
is also built from Gaussian functions but incorporates certain
anisotropic and inhomogeneous properties characteristic of
energy subrange~large-scale! eddies in the atmosphere. The
third model treated is the isotropic, homogeneous von
Kármán model. It has the advantage of describing energy in
the smaller scale~inertial subrange! eddies much more real-
istically than the Gaussian models, yet still behaves in a
physically reasonable manner in the energy subrange. As
such, the von Ka´rmán model is the only one considered in
this paper that can be applied to the full turbulence spectrum
without obtaining totally unrealistic results.@The dissipation
subrange is not considered in this paper, since the dissipative
eddies are small~1–10 mm! compared to the acoustic wave-
lengths of interest.# Finally I consider the Kolmogorov
model, which is intended only for the inertial subrange. The
Kolmogorov model is developed in this paper by calculating
small-scale approximations to the von Ka´rmán model.

For the isotropic Gaussian, von Ka´rmán, and Kolmog-
orov models, results are given for both scalar and vector
fields. Previous authors11,28,29 have discussed the important
distinction between turbulence models for vector and scalar
fields, even though it has often been neglected in atmo-
spheric acoustics studies. The Wilson and Thomson model
incorporates both scalar and vector fluctuations in a nonrig-
orous manner.

A. Isotropic Gaussian model

1. Scalar

The scalar version of the isotropic, homogeneous Gauss-
ian model is defined by the normalized correlation function

h~r !5expS 2
r 2

L2D , ~38!

whereh(r )5R(r )/s2, s2 is the variance, andL is a length
scale parameter. In accordance with Eq.~14!, the variance to
be used in the model is

s25^N2&5
^T82&

T0
2 . ~39!

Besides the correlation, an important fundamental func-
tion characterizing a turbulence model is itsspecific energy
spectrum, EN(k). ~Specifichere means per unit mass.! For a
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scalar, the energy spectrum is 2pk2 times the 3-D spectrum
F~k!, so the integral ofEN(k) from 0 to ` equals one-half
the total variance of the field. By Fourier transforming the
correlation function, it can be shown that

EN~k!5
s2k2L3

4Ap
expS 2

k2L2

4 D . ~40!

Since the length scaleL is particular to the Gaussian model,
comparisons between the Gaussian model and other models
are facilitated by relatingL to a length scale that can be
defined for any well-behaved model. A good choice for the
common length scale is the integral length scale, defined as

L5E
0

`

h~r !dr. ~41!

By performing the integration one finds that

L5~Ap/2!L50.886L. ~42!

When the Gaussian energy spectrum is multiplied byk/s2,
it becomes a function solely ofkL. The energy spectrum
thus normalized is plotted in Fig. 1.

From Eq.~15! the 2-D correlation function is

b~r!5
s2L

2Ap
expS 2

r2

L2D . ~43!

Hence, the 2-D structure function is

d~r!52@b~0!2b~r!#5
s2L

Ap
F12expS 2

r2

L2D G . ~44!

This equation is plotted in Fig. 2.

2. Vector

The case of a vector field is somewhat more complicated
than the scalar one: two independent normalized correlation
functions can be defined, one where the displacement is par-
allel to the velocity, e.g.,

f ~r !5R11~r ,0,0!/s2, ~45!

and the other where it is perpendicular, e.g.,

g~r !5R11~0,r ,0!/s2. ~46!

For a purely rotational flow, such as turbulence, the two
correlation functions are related by30

g~r !5 f ~r !1
r

2

d f

dr
. ~47!

The full correlation tensor is30

Ri j ~r 1 ,r 2 ,r 3!5s2F r i r j

r 2 f ~r !1S d i j 2
r i f j

r 2 Dg~r !G . ~48!

Following Ostashev,11 I define the vector Gaussian model by
setting

f ~r !5expS 2
r 2

L2D . ~49!

The variance in the vector model, in accordance with Eq.
~19!, is

s25^~N2Nmov!
2&5^ui

2&5
4^v i

2&

c0
2 . ~50!

Becausef (r ) is the same ash(r ) in the scalar model, it is
still true thatL5(Ap/2)L.

The energy spectrum can be found by calculating the
Fourier transform,f̂ (k), of Eq. ~49!, and then using the
relationship30

Eu~k!5s2k3
d

dk F 1

k

d f̂~k!

dk G . ~51!

The resulting energy spectrum is

Eu~k!5
s2k4L5

8Ap
expS 2

k2L2

4 D . ~52!

For a nondivergent, mass-conserving flow, the 3-D spectra
are related to the energy spectrum according to30

F i j ~k!5
Eu~k!

4pr 4 ~d i j k
22k ik j !, ~53!

FIG. 1. Comparison of the energy spectral functions for the scalar forms of
the Gaussian, von Ka´rmán, and Kolmogorov models.

FIG. 2. Comparison of the two-dimensional structure functions correspond-
ing to the Gaussian, von Ka´rmán, and Kolmogorov turbulence models.
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The 2-D correlation function for the vector Gaussian model
can be found from the equation

bi~r!5
1

2 E
0

` Eu~k'!

k'

J0~k'r!dk' , ~54!

which results from substituting Eq.~53! ~with i 5 j 51! into
~18!, and then rewriting the integration in cylindrical coordi-
nates, withk' being the radial wave number in the (k2 ,k3)
plane. For the Gaussian model, the result of performing the
integration is

bi~r!5
s2L

2Ap
S 12

r2

L2DexpS 2
r2

L2D . ~55!

Hence, the 2-D structure function for the vector model is

di~r!52@bi~0!2bi~r!#

5
s2L

Ap
F12S 12

r2

L2DexpS 2
r2

L2D G . ~56!

B. Wilson and Thomson model

Wilson and Thomson2 developed an anisotropic, inho-
mogeneous, Gaussian model for atmospheric turbulence. The
model includes structure from large-scale, buoyantly gener-
ated eddies, as well as smaller scale, shear-generated eddies.
One inherent limitation of the Wilson and Thomson model is
its unrealistic inertial subrange, which results from its Gauss-
ian nature. A second limitation is that the velocity field is
essentially treated as an anisotropic scalar field. Despite
these limitations the model appears reasonable for the energy
subrange, and can be useful for examining the relative con-
tributions of buoyantly and shear-generated turbulence to the
scattering.

The Wilson and Thomson model has four independent
physical parameters: the surface wind stresst, the surface
temperature fluxQ, the boundary-layer inversion heightzi ,
and the height from the groundz. From these physical pa-
rameters, the relevant turbulence scaling parameters can be
determined: thefriction velocity u* 5At/r0, the surface-
layer temperature scale T* 52Q/u* , and the free-
convection velocity scale wf5(Qgzi /Ts)

1/3. ~The air density
is r0 , g is gravitational acceleration, andTs is the surface
temperature.!

The Wilson/Thomson model consists of a correlation
function having six terms, four attributable to small-scale,
shear-generated turbulence, and the other two to large-scale,
buoyantly generated turbulence. The correlation function is
written in the following form:

R~r !5(
i 51

6

Ai exp~2 r̃ T̃L i
22Tr !, ~57!

wherer is a coordinate system whoser 1 axis is aligned with
the direction of propagation,31 T is a rotation matrix that
maps the meteorological coordinates to the propagation co-
ordinates, theAi are variances, andL i is a length scale ma-
trix. The parametrizations of theAi ’s are A154T

*
2 /T0

2

~small-scale temperature variance!, A2522(u
*
2 /c0

2)cos2 f
~small-scale velocity variance, longitudinal!, A3518~u

*
2 /

c0
2)sin2 f ~small-scale velocity variance, lateral!, A4

510(u* T* /c0T0)cosf ~temperature-longitudinal velocity
covariance!, A550.8(wf

2/c0
2)cos2 f ~large-scale velocity

variance, longitudinal!, and A650.8(wf
2/c0

2)sin2 f ~large-
scale velocity variance, lateral!, where f is the azimuthal
angle of propagation, relative to the wind direction.@Note
that theAi ’s given in Wilson and Thomson’s2 Table II must
be multiplied by 4 to bring them in line with the conventions
used in this paper~Sec. I C!.# The length scale matrix is
diagonal, with the nonzero elements beingLi ,x5 f i ,xLi ,z ,
Li ,y5 f i ,yLi ,z , andLi ,z . In terms i 51 to 4, Li ,z5z, and in
terms i 55 to 6, Li ,z50.4zi . ~No summation over repeated
indices is implied.! For near ground propagation,f i ,x.6.3
and f i ,y.1.0 in terms 1 to 4, andf i ,x , f i ,y.0.7 in terms 5 to
6.

For anisotropic turbulence, the 2-D correlation must be
determined from Eq.~15!. @Note thatb(r 2 ,r 3) here corre-
sponds tor̂(y,z)/2p in the notation of Ref. 2.# Assuming
horizontal propagation, the result of the integration is the
2-D correlation function

b~r 2 ,r 3!5(
i 51

6
Ai

2
A 1

pai
expS bi

224aici

4ai
DerfcS bi

2Aai
D ,

~58!

where

ai5
1

Li ,z
2 ~ f i ,x

2 cos2 f1 f i ,y
2 sin2 f!,

bi5
2

Li ,z
2 ~2 f i ,x

2 1 f i ,y
2 !cosf sin f r 2 ,

ci5
1

Li ,z
2 @~ f i ,x

2 sin2 f1 f i ,y
2 cos2 f!r 2

21r 3
2#.

C. von Ká rmán model

1. Scalar

The version of the von Ka´rmán model developed here is
based on the following form for the energy spectrum of a
scalar:

EN~k!5
4G~a15/2!

3ApG~a!

s2k4l 5

~11k2l 2!a15/2. ~59!

@A factor such as exp(2k 2/k m
2 ) is sometimes included in the

von Kármán spectrum in order to attenuate the spectrum in
the dissipation subrange, but since the small eddies of the
dissipation subrange are unimportant in low-frequency
acoustics, I choose to omit the factor here.# The parameterl
is a characteristic length scale,G is the gamma function, and
a controls the power-law dependence in the inertial subrange
(k l @1). By integrating Eq.~59! from k50 to k5`, it can
be verified that the total energy in the scalar spectrum is
s2/2. Generally we seta51/3 to obtain Kolmogorov’sk25/3

power law32 for the inertial subrange. The von Ka´rmán
model is compared to the Gaussian model in Fig. 1. The
main difference between the von Ka´rmán and Gaussian mod-
els is that the Gaussian model decays much more rapidly at
large wave numbers.
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As discussed earlier~Sec. II A1!, the scalar 3-D spec-
trum is simply F(k)5EN(k)/2pk2. The correlation func-
tion follows by calculating the inverse Fourier transform
with respect to all three wave number axes, and then setting
r 25r 350. The result is

h~r !5
2

G~1/3! S r

2l D
1/3FK1/3S r

l D2S r

3l DK2/3S r

l D G , ~60!

whereKn is the modified Bessel function of the second kind.
Integrals ~3.773.6! and ~6.726.4! from Gradshteyn and
Ryzhik33 were used to derive this result. The variance param-
eter in the scalar von Ka´rmán model is the same as in the
scalar Gaussian model, Eq.~39!. The length scales in the two
models can be related via the integral length scale. For the
von Kármán model, the integral length scale is found by
integrating Eq.~60!, with the result

L5
2ApG~5/6!

3G~1/3!
l 50.498l . ~61!

We can find the 2-D correlation for the scalar von Ka´rmán
model from the energy spectrum using the equation

b~r!5E
0

` EN~k'!

k'

J0~k'r!dk' , ~62!

which follows by rewriting Eq.~18! in cylindrical coordi-
nates. Making the substitutionJ0(x)5(2/x)J1(x)2J2(x)
produces two integrals, each of which is given by the for-
mula ~6.565.4! in Ref. 33. The 2-D correlation function re-
sulting from the integrations is

b~r!5
4s2l

3ApG~1/3!
S r

2l D
5/6FK5/6S r

l D2
r

2l
K1/6S r

l D G .
~63!

The 2-D structure function for the scalar von Ka´rmán model
is plotted and compared to the Gaussian function in Fig. 2.

2. Vector

The vector von Ka´rmán energy spectrumEu(k) is sim-
ply three times the scalar spectrum,34 so that the total energy
is 3s2/2. The 3-D spectra follow from the energy spectrum
using Eq.~53!. By Fourier transformingF11(k) with respect
to all three axes, and then settingr 25r 350, one finds

f ~r !5
2

G~1/3! S r

2l D
1/3

K1/3S r

l D . ~64!

The variance parameter in the vector von Ka´rmán model is
the same as the variance in the vector Gaussian model, Eq.
~50!. The integral length scale, in the direction of the veloc-
ity components, is

L5
ApG~5/6!

G~1/3!
l 50.747l . ~65!

SinceEu(k)53EN(k), and the right-hand side of Eq.~54! is
1
2 the right-hand side of Eq.~62!, the vector 2-D correlation
function bi(r) is simply 3

2 times the scalar result, Eq.~63!.
The same relationship holds for 2-D structure functions.

D. Kolmogorov model

The Kolmogorov model is based on scaling arguments
that apply only in the inertial subrange: forr!L in the
spatial domain, orkL @1 in the wave number domain.
Kolmogorov32 argued that the inertial subrange has universal
scaling properties that are independent of the large-scale
structure of a particular flow; specifically, inertial subrange
statistics depend only on the length scale 1/k and the dissi-
pation rate of turbulent kinetic energye. Actually, the von
Kármán model discussed in the previous section has an in-
ertial subrange that satisfies Kolmogorov’s hypothesis.
Therefore we can essentially derive the Kolmogorov model
simply by calculating the appropriate limits of the von
Kármán model. However, in the spirit of Kolmogorov’s hy-
pothesis, the limiting von Ka´rmán equations still should be
reformulated without explicit appearance ofs2 and l , since
those parameters depend primarily on energy subrange struc-
ture. In the following development, structure-function pa-
rameters are used in lieu ofs2 and l .

1. Scalar

The structure function for a scalar, such as the fluctua-
tion in the squared index of refraction, is

D~r !5^@N~r !2N~0!#2&52s2@12h~r !#, ~66!

with the structure-function parameter defined as

CN
2 5 lim

r→0
D~r !/r 2/3. ~67!

We can find the required limits from Eq.~60!, by expanding
the modified Bessel functions as Maclaurin series,

Ka~j!.
G~a!

2 S j

2D 2a

2
G~12a!

2a S j

2D a

. ~68!

We find that the structure-function parameter for the scalar is

CN
2 5

22s2G~2/3!

3G~1/3! S 1

2l D
2/3

.2.34s2l 22/3. ~69!

Note, from Eq.~39!, that

CN
2 .CT

2/T0
2, ~70!

where CT
2 is the structure-function parameter for the tem-

perature field. Taking the largek l limit of Eq. ~59!, and
substituting the results for the structure-function parameter,
we find

EN~k!5
25/3

11Ap

G~17/6!

G~2/3!
CN

2 k25/3.0.207CN
2 k25/3. ~71!

The scalar Kolmogorov energy spectrum is plotted in Fig. 1.
For inertial-subrange separations, the scalar 2-D correla-

tion is

b~r!5
2s2lG~5/6!

3ApG~1/3!
F12

11

5

G~1/6!

G~5/6! S r

2l D
5/3G . ~72!

The 2-D structure function, in terms of the structure-function
parameter, is therefore
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d~r!5
G~1/6!

5ApG~2/3!
CN

2 r5/3.0.464CN
2 r5/3. ~73!

Equation~73! is plotted in Fig. 2.

2. Vector

For vectors, the structure-function parameter is normally
defined with a parallel displacement, e.g.,

D i~r !5^@u1~r ,0,0!2u1~0,0,0!#2&52s2@12 f ~r !#,
~74!

Cu
25 lim

r→0
D i~r !/r 2/3. ~75!

From Eq.~64! one finds

Cu
25

6s2G~2/3!

G~1/3! S 1

2l D
2/3

.1.91s2l 22/3. ~76!

Note also, from Eq.~50!, that

Cu
25

4

c0
2 Cv

2, ~77!

whereCv
2 is the structure-function parameter for the velocity

field. In terms of the structure-function parameter, the energy
spectrum is

Eu~k!5
25/3

3Ap

G~17/6!

G~2/3!
Cu

2k25/3.0.760Cu
2k25/3, ~78!

and the 2-D structure function is

di~r!5
11

30

G~1/6!

ApG~2/3!
Cu

2r5/3.0.850Cu
2r5/3. ~79!

By comparing Eq.~79! to Eq. ~73!, we see that the vector
case is analogous to the scalar case when, in place ofCN

2 , we
use Ceff

2 5(11/6)Cu
25(22/3)Cv

2/c0
2. This result agrees with

Ostashev’s11 Eq. ~69!.

III. RESULTS

A. Long baseline–sensor decorrelation tradeoff

Were it not for cost, limitations of practical beamform-
ing procedures, and turbulence effects, it would be desirable
to make DOA arrays as large as possible. This is evident, for
example, from the equation for the CRLB of a two-element
array, Eq.~11!. The CRLB in this case is inversely propor-
tional to the square of the sensor spacing. Increasing the
array dimensions is desirable because it increases the phase
differences between the sensors, making the measurement
less sensitive to noise. On the other hand, large arrays are
undesirable when turbulence is significant. Generally one
wants the dimensions of the array small in relation to the size
of the most energetic turbulent eddies, so that there is good
mutual coherence across the array.

The tradeoff between array baseline and turbulent deg-
radation is illustrated by the CRLB calculations shown in
Fig. 3. The calculations are for broadside incidence (c50)
on a five-element uniform linear array, at a normalized dis-
tancekX51000 from the source. The spacingkd~52pd/l!

and strength of the turbulences2 are varied in the figures.
The normalized integral length scale iskL510p, and the
noise-to-signal variance issn

250.1 (SNR510). A scalar von
Kármán turbulence spectrum was used in this example@Eq.
~63!#.

For weak turbulence (s2&1025), we can improve array
performance essentially without bound by increasing the sen-
sor spacing. Performance is poor for small sensor spacings
because phase difference information becomes lost in the
measurement noise. For strong turbulence (s2*1024) array
performance is degraded, particularly if the size of the array
is comparable to the integral length scale of the turbulence.
When this occurs an ‘‘error resonance’’ in the CRLB is evi-
dent. If array dimensions are either much smaller or much
larger than the turbulence length scale, however, array per-
formance suffers little.

Figure 4 is similar to Fig. 3, except that the noise vari-
ance has been decreased tosn

250.01. Because there is less
noise than in the previous example, smaller arrays provide
better performance. Although the error resonance is still
clearly evident on the figure, now some turbulent degrada-
tion of array performance is observed even for the smaller
arrays.

Calculations for a scalar Gaussian spectrum, with

FIG. 3. Effect of changing the array spacing on DOA estimation errors:
moderate noise, von Ka´rmán turbulence model case. The array is a five-
element uniform line array, and the calculations are forsn

250.1,M55, and
kL510p.

FIG. 4. Effect of changing the array spacing on DOA estimation errors: low
noise, von Ka´rmán turbulence model case. Same as Fig. 3, except that the
noise variance has been reduced tosn

250.01.
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sn
250.01, are shown in Fig. 5. The error resonance in strong

turbulence is sharper in the von Ka´rmán spectrum, while the
error for small arrays (2d/l,1) is somewhat less. This re-
sults from the deficiency of the Gaussian model discussed
earlier: it does not realistically capture the energy in the
inertial-subrange turbulence.

B. Relative contributions of velocity and temperature
fluctuations

As discussed in Sec. II B, the Wilson/Thomson model
contains separate terms representing the contributions from
temperature fluctuations, small- (z-) scale velocity fluctua-
tions, large- (zi-) scale velocity fluctuations, and
temperature/velocity covariance. This allows us to study the
relative significance of the different contributions to the
overall 2-D structure function, and hence to DOA estimates
from a sensor array.

Figure 6~a! shows the 2-D structure function predicted
by the Wilson/Thomson model for upwind propagation (f
5p). The model parameters wereu* 50.5 m/s,T* 520.3
K, z52 m, andzi51000 m. These values are representative
of the lower atmosphere, on a sunny, somewhat windy after-

noon, what atmospheric scientists call aconvective~buoy-
antly unstable! boundary layer. Such conditions are favor-
able to the production of a high variance in temperature.
Nonetheless, as clearly shown by the figure, small-scale ve-
locity fluctuations~terms 2 and 3 in the Wilson/Thomson
model! dominate the 2-D structure function for transverse
separationsr 2&10 m. The large-scale velocity fluctuations
become most important only whenr 2*100 m. The
temperature/velocity covariance term plays a minor role
whenr 2&10 m, while the contribution from the temperature
term is always very small.

Figure 6~b! is similar to ~a!, except thatT* has been
changed to20.01 K. These values are characteristic of a
windy, overcast day~known as aneutralboundary layer!. As
before, small-scale velocity fluctuations dominate the 2-D
structure function. Both the temperature and temperature/
velocity covariance terms are completely negligible. The
contribution from large-scale velocity fluctuations is some-
what diminished.

In conclusion, we see that for sensor separations typical
of applications (r 2&10 m), the contribution from small-
scale velocity fluctuations is normally most important, even
when the meteorological conditions produce a high tempera-
ture variance. Hence in subsequent calculations I focus on
the effects of small-scale velocity fluctuations.

Although no plots are shown here, it is worth pointing
out that large-scale velocity fluctuations normally dominate
the 2-D correlation function~as opposed to the 2-D structure
function! in the Wilson/Thomson model. This does not im-
ply, however, that the large-scale turbulence plays a domi-
nant role in determining the signal coherence: the large-scale
turbulence causes highly coherent fluctuations in amplitude
and phase across the entire array. Therefore plots of the con-
tributions of the various terms to the 2-D correlation~or 3-D
correlation or spectrum! can be misleading; plots of the 2-D
structure function provide the relevant information.

FIG. 6. Two-dimensional structure function as computed from the Wilson and Thomson model.~a! Convective boundary layer case:u* 50.5 m/s,T* 5
20.3 K, z52 m, andzi51000 m.~b! Same as~a!, exceptT* 520.01 K. The total 2-D structure function is the solid line. Circles are the contribution from
temperature fluctuations;3’s are from temperature/velocity covariance;1’s are from small-scale velocity fluctuations; and* ’s are from large-scale velocity
fluctuations.

FIG. 5. Effect of changing the array spacing on DOA estimation errors: low
noise, Gaussian turbulence model case. Except for the change in the turbu-
lence model, this is the same as Fig. 4.
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C. Dependence of array performance on
meteorological conditions

Figure 7 shows example calculations of the MCF as a
function of u* and T* , using the Wilson/Thomson model.
The calculations are forr 2 equal to one-half wavelength,f
5200 Hz, z52 m, zi51000 m, and propagation distanceX
5500 m. The MCF is observed to depend more strongly on
u* than onT* , sinceu* characterizes the strength of the
small-scale velocity fluctuations. When winds are light
~smallu* !, however, the MCF does decrease somewhat with
increasingT* . The resulting CRLB is shown in Fig. 8 for a
horizontal, five-element, uniform line array, at broadside in-
cidence, with spacingl/2. The noise variance wassn

2

50.01, and the number of samples wasM55.

D. Model intercomparisons

In this subsection comparisons of CRLB calculations
from the various turbulence models~Sec. II! are presented.
The array configuration is again a five-element line array

with spacingl/2, and alsosn
250.01,M55. Meteorological

conditions were representative of a windy, neutral atmo-
sphere:u* 50.5 m/s, T* 520.01 K, andzi51000 m. The
resulting calculations are shown in Fig. 9.

Let us first consider the Gaussian model calculations. In
the Wilson/Thomson model, since the contribution from
small-scale velocity fluctuations is most important, the
model can be approximated by itsi 52 term for upwind
propagation:

b~r 2 ,r 3!.
6.3zA2

2Ap
expS 2

r 2
21r 3

2

z2 D . ~80!

Although the full Wilson/Thomson model was used in the
calculations, the approximation above reproduces the behav-
ior of the full model quite well in this case. The isotropic,
vector Gaussian model used in the calculations in Fig. 9 was
Eq. ~55!, with s25A2 andL5z:

bi~r!5
zA2

2Ap
S 12

r2

z2 DexpS 2
r2

z2 D . ~81!

Note that becausez is used for the length scale, the Gaussian
model actually has been made inhomogeneous.

The figure shows that the CRLB predictions for the two
types of Gaussian models are similar. The CRLB for the
isotropic model is somewhat larger, though, by a nearly con-
stant factor. This can be explained by a comparison of Eqs.
~80! and ~81!. The coefficient preceding the exponential in
the Wilson/Thomson model is larger by 6.3, the ‘‘stretching
factor’’ for eddy elongation by the wind. As a result of this
stretching the Wilson/Thomson model predicts that there will
be less loss of coherence. It would be very interesting to look
for this effect of turbulent anisotropy in experimental data.

It is also evident that the CRLB for the isotropic Gauss-
ian and Wilson/Thomson models does not change quickly
with frequency when the frequency is very low or very high.
A transition occurs between the two ‘‘plateaus,’’ in the fre-
quency range 40 Hz& f &400 Hz. The low-frequency plateau

FIG. 7. The MCF calculations as a function of turbulence conditions. The
propagation distance was 500 m, the frequency 200 Hz, and the sensor
spacing one-half wavelength.

FIG. 8. The CRLB~in degrees! as a function of turbulence conditions, for a
five-element uniform line array at broadside incidence. The propagation
distance was 500 m, the frequency 200 Hz, and the sensor spacing one-half
wavelength.

FIG. 9. Comparison of the CRLB’s for a five-element uniform line array, at
broadside incidence, using various turbulence models~sn

250.01, M55, X
5500 m, andd5l/2!. Solid line: von Kármán model. Dashed line: Isotro-
pic Gaussian model. Dotted line: Kolmogorov model. Dash-dotted line:
Wilson/Thomson model.
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is the frequency region where array performance is limited
by noise. In the high-frequency plateau, turbulence has
caused the coherence between the array elements to fall
nearly to zero, so that further increases in frequency have
little effect on array performance.

The same variance and integral length scales were used
in the vector von Ka´rmán and Kolmogorov models as in the
isotropic Gaussian model. Given the Gaussian length scale,
the von Kármán length scalel follows by equating integral
length scales in Eqs.~42! and ~65!. The structure-function
parameter in the Kolmogorov model was determined from
Eq. ~76!.

The isotropic Gaussian and von Ka´rmán models are
nearly the same for low and moderate frequencies,f
&400 Hz. Only when the array dimensions become smaller
than the turbulence length scale (;z) do the two models
start to diverge. The two models do not agree well for small
arrays because the von Ka´rmán model has a realistic inertial
subrange; the Gaussian model contains essentially no energy
at these eddy scales.

The Kolmogorov model converges to the von Ka´rmán
model at high frequency~small sensor spacings!. The CRLB
predictions from the Kolmogorov model are much too high
at frequencies less than several hundred Hertz, since that
model is reasonable only in the inertial subrange. But even as
the frequency is increased above several hundred Hertz, the
Kolmogorov model converges to the von Ka´rmán model
very slowly. The reason for this slow convergence can be
understood mathematically if we retain higher-order terms in
the expansion, Eq.~68!. We then see that the next term in the
expansion ford(r) ~after ther5/3 term! is proportional to
r7/3. Hence the ratio of the second to the third term in the
expansion decreases only asr22/3, and the Kolmogorov
model works only marginally well. However, there is also a
deeper, physical reason why the Kolmogorov model does not
work particularly well for describing the 2-D correlation and
structure functions. We see from the integral definition of the
2-D correlation, Eq.~15!, that the 2-D correlation is strongly
affected by the large, energetic eddies in the direction of
propagation. When the Kolmogorov model is used, the effect
of these large eddies is neglected. Hence the Kolmogorov
model for the 2-D structure function is a small-scale approxi-
mation to a quantity that inherently depends on large-scale
structure. This observation ties in with the one made above
during the comparison of the Wilson/Thomson and isotropic,
Gaussian models: that anisotropy, a large-scale aspect of tur-
bulence structure, can have a significant effect on the 2-D
correlation.

Although they are not shown here, similar model com-
parisons were performed for a convective atmosphere~u*
50.5 m/s,T* 520.3 K, andzi51000 m!. The results were
nearly identical to Fig. 9. There was a slight decrease in the
CRLB as computed from the Wilson and Thomson model,
due to the increased presence of large, buoyantly driven ed-
dies.

E. Calculations with intermittency

For intermittent wave scattering calculations, the
‘‘strength’’ of turbulence in the inertial subrange is allowed

to fluctuate in space and time. We can model this variability
by defining structure-function parameters local to the propa-
gation path,C̃N

2 and C̃u
2, as discussed in Sec. I D. Only

Kolmogorov-type inertial subrange models~Sec. II D! can be
adapted to intermittent calculations.

In the following calculations, I consider only the effect
of shear-generated~small-scale! velocity fluctuations, since
temperature fluctuations are normally less important. As a
result, the mean dissipation rate of turbulent kinetic energy
is35

«5
u
*
3

kvz
, ~82!

wherekv.0.4 is von Kármán’s constant. The mean structure
function parameter for velocity fluctuations@from Eq. ~29!,
which applies approximately to the means of« and Cu

2, as
well# is hence

Cu
2.15

u
*
2

c0
2z2/3. ~83!

First let us consider CRLB for fairly weak turbulence,
u* 50.1 m/s, as shown in Fig. 10. For these calculations, the
separation between array elements was 1 m, andz52 m,
sn

250.01, M55. The integral length scale used in Eq.~35!
was 0.3zi .36 This length scale is characteristic of the large,
boundary-layer size eddies that exist in convective boundary
layers. Since the earlier calculations suggested that it was

FIG. 10. The CRLB calculations for a five-element uniform line array in
weak turbulence (u* 50.1 m/s). ~a! Nonintermittent calculation.~b! Inter-
mittent calculation, lower confidence bound at 5%.~c! Intermittent calcula-
tion, upper confidence bound at 95%.
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mostly the small-scale, shear-generated eddies that affected
the MCF, we might be tempted at first to use a smaller inte-
gral length scale. However, it is the large, convective eddies
that produce locally high wind shear, and hence cause locally
intense small-scale turbulence. Therefore the intermittency
occurs on the scale of the largest eddies.

Part ~a! of Fig. 10 is the result when intermittency ef-
fects are neglected. For most of the propagation distances
and frequencies shown on the plot, the CRLB is nearly in-
dependent of the distance, since array performance is af-
fected primarily by sensor noise. At the very highest fre-
quencies and longest propagation distances, however, there
is some degradation of array performance; in this region ar-
ray performance is affected by turbulence.

Parts~b! and~c! of Fig. 10 show the results when inter-
mittency is incorporated into the calculation. The former is
the 5% lower confidence bound, whereas the latter is the
95% upper bound@see Eq.~37!#. That is, as a result of inter-
mittency the CRLB fluctuates such that it is bounded by the
values shown in the figures 90% of the time. These fluctua-
tions can be substantial, at least for propagation distances
longer than several hundred meters and frequencies that are
not extremely low. For example, at 80 Hz and 1000 m, array
performance is noise limited when the turbulence is ‘‘quiet’’
~the lower confidence bound!. During an episode of active
turbulence ~the upper confidence bound!, however, the
CRLB increases by about 50%.

Calculations for fairly strong turbulence are shown in
Fig. 11. Dramatic fluctuations in the array performance are
now evident at all but the shortest propagation distances and
lowest frequencies. For example, at 80 Hz and 100 m, the
CRLB fluctuates between about 0.4 and 0.8 deg. At 80 Hz
and 1000 m, the CRLB fluctuates between 0.6 and 2 deg.

IV. CONCLUSIONS

This paper has provided a theoretical analysis, using
various atmospheric turbulence models, of the performance
bounds of acoustic arrays used for direction-of-arrival
~DOA! estimation. The calculations show that the accuracy
of DOA estimates, near to the source and/or at low fre-
quency, is controlled by the ambient noise. As the separation
between the source and receiving array, and the source fre-
quency, are increased, array performance degrades as a result
of turbulence. The distance and frequency at which the tur-
bulence effect becomes important depends on the ambient
noise levels and the strength of the turbulence.

For an unstable, daytime boundary layer, the calcula-
tions strongly suggest that small-scale velocity fluctuations,
generated by near-ground turbulent shear instabilities, play a
much more significant role in degrading the coherence of a
propagating acoustic wavefront than either temperature fluc-
tuations or large-scale velocity fluctuations.~Temperature
fluctuations would probably play a more significant role in a
stable, nocturnal boundary layer, since stable conditions fa-
vor the development of sharp temperature gradients.!

The turbulence models considered in this paper were
each found to have inherent strengths and limitations. The
isotropic Gaussian model is easy to manipulate analytically,
but is unrealistic for high Reynolds number turbulence. The

isotropic von Kármán model is much more realistic than the
Gaussian model, but like the Gaussian model its application
to atmospheric turbulence is problematic, because the param-
eters cannot be chosen to agree well with the known features
of atmospheric turbulence. The Kolmogorov model has well-
defined parameters and can work reasonably well when in-
ertial subrange turbulence is most important in the scattering.
Unfortunately, acoustic wavelengths are often large enough
that inertial subrange modeling is unsatisfactory, particularly
for the 2-D structure function, since it depends somewhat on
large-scale turbulence structure. The Wilson and Thomson
~anisotropic Gaussian! model might be reasonable in some
applications where energy subrange turbulence is most im-
portant.

Some very significant effects of turbulent anisotropy and
intermittency on arrays were evident in the model calcula-
tions, and it would be worthwhile to look for these in future
field studies. The 2-D structure function, used to calculate
array coherence, is dependent on large-scale turbulence
structure even for small separations between array elements.
Hence, it is affected by energy subrange properties of turbu-
lence such as anisotropy. It appears that the 2-D structure
function may be increased~and hence coherence improved!
in the directions upwind and downwind from a source.

It also appears that intermittency can cause dramatic
fluctuations in signal coherence on windy days. There will be
some periods, lasting several seconds to a minute, when ac-
curate DOA estimations can be obtained. Then a strong gust

FIG. 11. The CRLB calculations for a five-element uniform line array in
strong turbulence (u* 50.5 m/s).~a! Nonintermittent calculation.~b! Inter-
mittent calculation, lower confidence bound at 5%.~c! Intermittent calcula-
tion, upper confidence bound at 95%.
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of wind can momentarily cause the accuracy of the DOA
estimations~the Cramer–Rao lower bound! to degrade by
several hundred percent. Algorithms for tracking acoustic
sources should be made robust to such temporary degrada-
tions when possible.
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This work addresses the inverse problem of the identification of a passive three-dimensional
impenetrable object in a shallow-water environment. The latter is assumed to have flat perfectly
reflecting ~sound-soft top and sound-hard bottom! boundaries and therefore acts as a guide for
acoustic waves. These waves are employed to interrogate the object and the scattered acoustic
wavefield is measured on the surface of a~virtual! vertically oriented cylinder~of finite or infinite
radius, corresponding to near- or far-field measurements! fully enclosing the object. The direct
scattering problem is resolved in approximate manner by employing, in a local manner, the known
separated-variable solution for a scattering by a vertically oriented cylinder in a perfect waveguide.
The inverse problem is resolved in the same manner~i.e., with the same approximate field ansatz!
by least-squares matching of theoretical fields~for trial objects! to the measured field. Examples are
given of successful shape reconstructions for two types of immersed objects. This manner of solving
approximately both the forward and inverse problems is generalized to the case of a body of shallow
water with an elastic seabed. ©1998 Acoustical Society of America.@S0001-4966~98!05303-X#
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INTRODUCTION

Remote localization and identification ofsources in
shallow water is an inverse problem of strategic interest. It
has been largely addressed over the past 20 years,1–4 and can
now be solved by a variety of available tools involving
matched field processing, mode filtering, beamforming of
modal amplitudes, boundary, or domain integral field repre-
sentations~for pulsating sources of nonzero support and/or
sources in the presence of unknown objects!, etc.4–8

The inverse~domain! problem of the localization and
identification of apassive objectin the same body of water
also has important practical applications~identification of
seamounts, mineral deposits, submarines, submerged wreck-
ages, and navigational obstacles, etc.!, and has received
fairly considerable attention.9–25Only recently have attempts
been made to deviate from the usual~generally nonautoma-
tized! signature-recognition strategy25 to that of the achieve-
ment of full-fledged~automatized! parameter estimation~the
parameters being those associated with the location and
shape of the object, assuming the sources and underwater
environment to be known!.9–11,17,18,21,24,26–29

Both of the previously cited problems, closely related to
their counterparts in direct and inverse electromagnetic wave
propagation problems in waveguides,30,31 are fundamentally
ill-posed, but the reconstruction of sources~of known sup-
port! is a linear problem whereas the identification of a pas-
sive object is a nonlinear problem associated with compli-
cated forward scattering phenomena. The latter have been
examined by a great variety of tools involving ray models,
coupled modes, normal mode expansions, T-matrix methods,

Herglotz potentials, single scattering approximations, slender
body approximations, complete family of~generally nonor-
thogonal! functions representations~including the Rayleigh
partial wave and equivalent source expansions!, boundary
integral representations appealing to various forms of
Green’s functions~for a guide with rigid, elastic, poroelastic
bottom!, etc.5,21,26,32–53The complexity of propagation is
greatly increased by the elastic or poroelastic nature of the
seabed and it is only recently that these factors have been
taken rigorously into account for the purpose of solving in-
verse problems, namely by the construction of the guide
Green’s functions.13,37,38,40,54 ~Other important, but more
mathematical issues, concerning the uniqueness of solutions
to the direct scattering problem in the guide and the solvabil-
ity of the inverse problem of an obstacle in a shallow water
guide, have also been treated.14,15,16,21,22,54

Herein we reconsider the inverse domain problem of the
identification of an object in shallow water. The spirit of our
contribution is similar to that of Refs. 17 and 21, which both
treat a 3-D object in a water-filled guide with perfectly re-
flecting boundaries, and29 which treats a 2-D~cylindrical!
object in an equally perfect guide. However, these studies are
rather computer intensive in that no attempt is made therein
to obtain approximations to the solution of the associated
direct problem during the inversion. A reconstruction pro-
cess that takes hours~if not days! of computation is not par-
ticularly appropriate for identifying a moving 3-D object
~e.g., submarine!. To be able to carry out such a task, we
employ anapproximationof the solution of the direct prob-
lem which is a generalization of the ICBA~intersecting ca-
nonical body approximation! used successfully in previous

1320 1320J. Acoust. Soc. Am. 103 (3), March 1998 0001-4966/98/103(3)/1320/8/$10.00 © 1998 Acoustical Society of America



studies of direct and inverse problems involving 2-and 3-D
bodies infree space.55–59Whereas in our previous studies on
3-D bodies we employed canonical solutions of the problem
of scattering by asphere in free space, we found it more
appropriate herein to employ canonical solutions for acircu-
lar cylinder in a waveguidein conjunction with a scheme
that turns out to be similar to the DCA~deformed cylinder
approximation! of Stanton.60 Another interesting feature of
the proposed method is that it lends itself to a rather straight-
forward generalization for treating the case of an elastic
~penetrable! seabed.

I. IMPENETRABLE BODY IN A SHALLOW OCEAN

The problem is to determine the shape of a submerged
acoustically soft object in a finite depth ocean. To illustrate
our method we limit the discussion to a uniform ocean with
a totally reflecting bottom. The more realistic cases can be
considered by using our method for constructing Green’s
functions for nonhomogeneous oceans with elastic and po-
roelastic seabeds.32,33,38,45In addition, it is not difficult to
generalize the analysis to the cases of acoustically hard or
penetrable objects.

We assume the ocean has depthh, and denote the region
occupied by the ocean asRh

35R23@o,h#. An object embed-
ded in the ocean is denoted byV ~see Fig. 1!. The differen-
tial equation describing the acoustic pressureu is

~D1k2!u50 in Rh
3\V̄, ~1!

it being understood that the exp(2ivt) temporal dependence
is implicit, with v the angular frequency andt the time vari-
able. The total fieldu may be decomposed into an incident
waveui and a scattered waveus asu5ui1us. The boundary
conditions on the seabed, sea surface and object~occupying
the domainV! are

]u

]zU
z5h

50, uuz5050, uu]V50. ~2!

In addition, the scattered field satisfies an appropriate radia-
tion condition forr→`, with r the radial coordinate in the
cylindrical coordinate systemr , u, z. We make the following
basic assumptions:

~1! The measured field is known in both phase and ampli-
tude at a set of points lying on a cylinder of radiusr b

enclosing the object.
~2! The scattering surface is acoustically soft~Dirichlet

boundary condition!.
~3! The spaceRh

3\V̄ is occupied by a homogeneous fluid in
which the speed of sound isc5v/k.

~4! The incident waves are normal mode waves, i.e., they
may be expanded as

ui~r ,u,z!5 (
n51

N

fn~z0!fn~z!eikana•r, ~3!

where

N5F1

2
1

kh

p G , and

@•# denotes the integer part of the term,

fn~z!5A2

h
sinS ~2n21!pz

2h D , n51,2,... .

an5A12
~n2 1

2!
2p2

k2h2 ,

z0 is a fixed number, 0,z0,h,

k5wave number,

a5~a1 ,a2!, uau51, a5~cosu0 sin u0!,

r5~x1 ,x2!, ur u5r , r5r ~cosu,sin u!.

@Note that the definition ofN signifies that we are re-
stricting ourselves to propagative~i.e., nonevanescent! inci-
dent modes.#

~5! The scattering obstacle is described by the set

V5$~r ,u,z!u0<r ,r~u,z!, 0<u,2p, 0,z,h%.

II. FIELD REPRESENTATION

Regardless of the shape of the scatterer, outside any cyl-
inder Dd enclosing the bodyV the total wave field can be
represented inRh

3\Dd , by

u~r ,u,z!5ui~r ,u,z!1 (
n51

`

(
m50

`

fn~z!Hm
~1!~kanr !

3@Anm cos~mu!1Bnm sin~mu!#. ~4!

In view of Ref. 61~p. 1371! the identity

eikr cosf5 (
m50

`

emi m cos~mf!Jm~kr !, ~5!

we may write

eikana•r5eikanr cos~u2u0!

5 (
m50

`

emi m cos„m~u2u0!…Jm~kanr !.

FIG. 1. An unknown object in the water columnRh
3.
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Hence, this allows us the following representation for the
‘‘plane’’ incident wave

ui~r ,u,z!5 (
n51

N

(
m50

`

fn~z0!fn~z!emi m

3cos„m~u2u0!…Jm~kanr !, ~6!

whereJm , Hm
(1) are themth order Bessel and Hankel func-

tions of the first kind, respectively,

em51 for m50, em52 for m.0.

III. DETERMINATION OF THE RADIUS OF AN
UNKNOWN CIRCULAR CYLINDRICAL OBJECT

A. Forward problem

Suppose we consider a circular cylindrical object coaxial
with the z-axis, namely,

Da5$~r ,u,z!ur 5a, 0<u,2p, 0<z<h%.

Then if we have an acoustically soft-boundary cylinderDa ,
the Dirichlet conditionu(a,u,z)50 for 0<u,2p, 0<z
<h holds. Using Eqs.~5! and ~6!, and the orthogonality of
the functions$fn(z)cosmu, fn(z)sinmu%, one finds

Anm5H 2emi mfn~z0!cos~mu0!
Jm~kana!

Hm
~1!~kana!

for 1<n<N

0, for n.N,

Bnm5H 2emi mfn~z0!sin~mu0!
Jm~kana!

Hm
~1!~kana!

for 1<n<N

0, for n.N.

Thus the total pressure field may be represented as

u~r ,u,z!5ui~r ,a,z!1 (
n51

N

(
m50

`

cnm~a!cos@m~u2u0!#.

~7!

fn~z!Hm
~1!~kanr !,

where

cnm~a!52emi mfn~z0!
Jm~kana!

Hm
~1!~kana!

. ~8!

B. Inverse problem

Assume the acoustic field is measured at the points
(r b ,uq,zp) where the indices range overqP$1,2,...,Q% and
pP$1,2,...,P%. The field at these points is given by
u* (r b ,uq,zp) wherer b.a is a constant.

The inverse problem is to determinehqp5h(uq,zp) for
qP$1,...,Q% andpP$1,...,P% such that~match of the data to
its mathematical representation!

u* ~r b ,uq,zp!2Fui~r b ,uq,zp!1 (
n51

N

(
m50

M

cnm~hqp!

3cosm~uq2u0!fn~zp!Hm
~1!~kanr b!G.0. ~9!

Note thath(uq,zp) is not identically equal to the radius
a because we have truncated them-series for numerical pur-

poses. For each (p,q), ~9! yields at least one solution for the
‘‘radius’’ of the unknown cylinder.

IV. DETERMINATION OF THE SHAPE OF A THREE-
DIMENSIONAL BODY

The above idea can be extended to three-dimensional
bodies which may be represented by a shape functionr(u,z)
as

D5$~r ,u,z!ur 5r~u,z!, 0<u,2p, 0<z<h%,

wherer(u,z)>0. As before we first need to represent the
solution to the direct problem.

Remark. V is an open set whose topological boundary
is a subset ofD. D may contain a number of line segments
which are not boundary points. Using the method in Scotti
and Wirgin56,57 we extend this to the truncated cylindrical
geometry. The analogy between the present problem and that
of the circular cylinder suggests the following approximation
of the field:

u~r ,uq,zp!.ui~r ,uq,zp!1 (
n51

N

(
m50

M

cnm„r~uq,zp!…,

~10!
cosm~uq2u0!fn~zp!Hm

~1!~kanr !.

The first term in this expression represents the measured field
whereas the second term is the total field representation on a
cylinder of radiusr . ~Actually Scotti and Wirgin57,58 use a
sphere rather than a cylinder and they are working inR3

rather than in a waveguide.! Due to Eq.~9!, the coefficients
cnm(r(uq,zp)) are given by

cnm~r~uq,zp!!52emi mfn~z0!
Jm„kanr~uq,zp!…

Hm
~1!

„kanr~uq,zp!…
.

~11!

SinceJn(j) is bounded asj→0, andHm
(1)(j)→` asj→0 we

have

cnm~r!→0 as r→0 for all n,m. ~12!

Remark. Equation~10! implies that

~1! If u(r ,uq,zp)'ui(r ,uq,zp), then it follows thatcnm50
andr(uq,zp)50.

~2! This method is reasonable only if fromr(uq,zp)50 it
follows that u(r ,uq,zp)'ui(r ,uq,zp). An example of
such a region where this happens is a cylinder-like re-
gion wherer(uq,zp)>a.0 for somea.

We formulate the inverse problem as determining the
discretized shape functionrqp5r(uq,zp) on the index set
qP$1,...,Q% andpP$1,...,P% such that

u* ~r b ,uq,zp!2Fui~r b ,uq,zp!1 (
n51

N

(
m50

M

cnm~rqp!

•cosm~uq2u0!•fn~zp!Hm
~1!~kanr b!G.0. ~13!

Hereu* (r b ,uq,zq) are given data and the sum represents the
total field expression for a cylinder with radiusrqp.
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V. CASE OF THE ELASTIC SEABED

For the shallow ocean with an elastic seabed, in addition
to the Helmholtz equation holding in the ocean

~D1k2!u50 in Rk
3\V̄,

we have to add the acoustic equations for the elastic seabed.
These are

] rs rr 1]zs rz1
1

r
~s rr 2suu!1rvur50

~14!

] rs rz1]zszz1
1

r
s rz1rv2uz50.

Replacing the stressess rr , szz, and shears rz by Hooke’s
law for an isotropic material.

s rr 5le12m] rur

suu5le1
2m

r
ur ~15!

s rz5m~]zur1] ruz!,

we obtain the Navier displacement equations.
Actually these equations hold for the entire ocean-

seabed system if we setm50 in the ocean. The constitutive
equation for the ocean becomes, once we recognizes rr

5suu5szz:5p,

p5le,

The boundary, transition conditions are given by

p~r ,0!50,

uz~r ,h2!5uz~r ,h1!,

szz~r ,h1!5p~r ,h2!, ~16!

s rz~h1!50,

uz~r ,b2!5s rz~r ,b2!50.

The last two conditions represent the seabed lying over a
rigid, smooth, formation. The method we outline below car-
ries over for different conditions atz5b2, such as the con-
dition for complete reflection at a very rigid surface

uz~r ,b2!5]zszz~r ,b2!50.

If we seek seabed solutions in the separated form

ur5a~z!H1~cr !, uz5b~z!H0~cr !, ~17!

then we obtain a system of ordinary differential equations,

~ma8!81@rv22~l12m!c2#a2cm8b2c~l1m!b850,
~18!

~~l12m!b8!81@rv22mc2#b1cl8a1c~l1m!a850.

In his Ph.D. thesis, Lin45 provides an inner-product for the
ocean-seabed system.~In Refs. 38 and 54 an inner product
which depended on the eigenvalue was obtained. Lin man-
aged to remove the eigenvalue from this expression, which
makes the inner product useful in the present context.! In
terms of the vector functionsF:5^f,a,b&, F:5^ f ,a,b&

~F,F !:5E
0

h

f f̄ 1v2r0E
h

b

mbb̄1vr0E
h

b

~ma8ā8

2rsv
2aā!. ~19!

The functionsf, f are defined in the ocean@o,h#; whereas,
a, a, b, b are defined in the seabed@h,b#. In order to findf
one must also finda,b. How to do this is outlined in Refs.
38, 45, and 54. The model eigenfunctions we designate as

Fn :5^fn ,an ,bn&.

If nÞm(Fn ,Fm)50; except for a countable number of fre-
quenciesv we have shown (Fm ,Fm)5iFmiÞ0. In terms
of this inner product we can express the Green’s function due
to a source atz0 (0,z0,h) for the ocean-seabed system as

G~t,z,z0!5
i

4 (
j 50

`
1

~Fn ,Fn!
fn~z!fn~z0!H0

~1!~Acnr !.

We can now proceed to develop the procedure for the
unknown target problem for the case of the elastic seabed.

If we choose our incoming wave as before

ui~r ,u,z;a!5 (
n50

N
fn~z!fn~z0!

~Fn ,Fn!
eikana•r

5 (
n51

N

(
m50

`
fn~z!fn~z0!

~Fn ,Fn!
emi m

3cos~m@u2u0# !Jm~kanr !. ~20!

Then we may still write the solution in the water column as

u~r ,u,z!5ui~r ,u,z!1 (
n51

`

(
m50

`

fn~z!Hm
~1!~kanr !

3@Anm cos~mu!1Bnm sin~mu!#.

Then we clearly obtain the same formula for the coefficients
Anm , Bnm or for that matter

cnm~a!52
emi mfn~z0!

~Fn ,Fn!

Jm~kanu!

Hm
~1!~kana!

,

except that here thefn are the first term of the tripletFn :
5^fn ,an ,bn&. The method works formally for the elastic
seabed. We believe an inner product may be found for the
poroelastic case too, but we have not been successful in ob-
taining it.

In the next section we consider some numerical experi-
ments for the case of a totally reflective seabed. We shall
present numerical experiments for the case of inhomoge-
neous oceans over elastic seabeds in another paper.

VI. SOME NUMERICAL EXPERIMENTS

In this section we present the results of some numerical
experiments for two types of objects in a guide with totally
reflecting seabed and the following parameters: the ocean
depthh510, the wave numberk55, ~corresponding to the
number of propagating modesN516!. The scattered field is
detected at a cylindrical area with radiusr b52.
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For each object the computation proceeded in two steps.
The first step concerned numerical simulations of ‘‘mea-
sured’’ data on the measurement cylinder of radiusr b . This
was done, for each incident wave and the required set of
indices p,q, via Eqs.~10! and ~11! wherein the truncation
was taken to beM530 to insure a high accuracy of the
measured field. The second step consisted in solving Eq.~13!
~wherein the truncation was taken to beM510 to reduce
computational cost, and to avoid theinverse crime! in a
least-squares sense for eachh(uq,zp) by employing ‘‘mea-
sured’’ data for five incident waves with (u0 ,z0)5@(25
1 j )p/20,(513 j )/10#, j 51,2,3,4,5. This was done with the
MATLAB minimization function leastsq using, for each
(p,q) the initial guessh(uq,zp)51. All other computations
were done using the Matlab language and routines.

In Figs. 2–8 we present graphs of two numerical experi-
ments.

A. Example 1: „Figs. 2–5 …

The original object is

D :5$~r ,u,z!ur 5r~u,z!, 0<u,2p, 0,z,10%,

where

r~u,z!:55
0 if 0,z,3

u~z23!~z24.5!u if 3<z<4

u~z23.5!~z25!u if 4<z<5

0 if 5,z,10.

In the example we choseP5100, Q564. The numerical
results are given in Figs. 2–5. Figure 2 is the original object,
and the reconstruction is given in Fig. 3. Figures 4 and 5
show z slices of the original body~left column! and its re-
constructed image~right column!. In Fig. 4, the values ofz
are~from top to bottom! 4.5, 4.6, 4.7, and 4.8. Figure 5 is a
modification of Fig. 4 by a post-treatment, i.e., we cut off
wings and spikes based on the assumption that the object has
no such sharp prominences.

B. Example 2: „Figs. 6–8 …

The original object is

r~u,z!:5S 0.21sin
3pz

h D 2

„120.5 cos~3u!…,

0,z,10, 0<u,2p.

Here we choseP540, Q532.

FIG. 2. Example 1: Original.

FIG. 3. Example 1: Reconstruction.

FIG. 4. Example 1: These arez sections of the object atz54.5, 4.6, 4.7, and
4.8. On the left are the originalz-sections and on the right the reconstructed
ones.

FIG. 5. Example 1: These arez sections of the object atz54.5, 4.6, 4.7, and
4.8. On the left are the originalz-sections and on the right the post-
processed, reconstructed ones.
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The numerical results are given in Figs. 6–8, where the
pictures on the left are thez-slices of the original body, and
those on the right are thez slices of the reconstructed image.
In Fig. 6, the values ofz are~from top to bottom! 4.25, 4.5,
4.75, 5.0. In Fig. 8, the values ofz are~from top to bottom!
6.25, 6.5, 6.75, 7.0.

VII. DISCUSSION OF RESULTS AND CONCLUSIONS

It is obvious, from the choice of parameters, that we
have not addressed herein the specific problem of the local-
ization of the object. As a matter of fact, we assumed that the
z axis cut through the object~and that the latter was starlike
in eachz slice! so that the only locational information to be
recovered concerned the position~depth! of the object along
the z axis. Actually, the presented analysis enables one to
recover position parameters in thex-y plane as well under
the aforementioned hypotheses.55,56 If, on the other hand, the
z axis does not cut through the object~and/or the latter is not

starlike in eachz slice!, then the presented analysis is not
sufficient to reconstruct and locate the object. However, it is
not difficult to adapt the analysis to treat these situations; the
main changes are that the computational burden is increased
~while remaining reasonable!.

As concerns the issue of computations, it should be
stressed that the presented resultsfor 3-D bodieswere ob-
tained in a matter of tens of seconds on a personal computer
with a Pentium processor. This should be compared with the
hours of calculation and large computational power usually
required for solving direct as well as inverse scattering prob-
lems for3-D (and even 2-D) bodieswhen no approximation
is made of the scattered field.

Employing the generalized ICBA technique appears to
be justified by the fact that the obtained reconstructions are
rather good for a variety of object shapes. The more-or-less
prominent reconstruction errors, visible at the poles of the
objects in Fig. 4 and in some of thez sections of Figs. 4–8,
are probably due to the fact that the least-squares scheme is
returning local minima for certain values ofp,q. These
~false! solutions can be eliminated by suitable regularization
strategies or by post-treatment of the reconstructed images.56

In conclusion, this paper reports our attempt to develop
an effective method for shape determination in a waveguide.
The major achievement of this paper is the effectiveness of
the method and its reasonable accuracy. There are other is-
sues in inverse problems for underwater acoustics, including
from a mathematical aspect the uniqueness and sensitivity,
and from a practical aspect a more realistic model of the
ocean and other assumptions. However, it is out of the scope
of this paper to address these issues. We have cited a reason-
able number of references, including our papers in the area.
Interested readers can find further discussion in those papers.

This paper considers only an impenetrable object with a
soft boundary. It would be interesting to find whether this
method can be modified to handle other kinds of objects.
Currently we are trying to modify it for the hard boundary
case.

We wish to point out that our method depends on the

FIG. 6. Example 2: These arez sections of the object atz54.25, 4.5, 4.75,
5.0. On the left are the originalz-sections and on the right the reconstructed
ones.

FIG. 7. Example 2: These arez sections of the object atz54.25, 4.5, 4.75,
5.0. On the left are the originalz-sections and on the right the post-
processed, reconstructed ones.

FIG. 8. Example 2: These arez sections of the object. On the left are the
original z-sections atz56.25, 6.5, 6.75, 7.0, and on the right the recon-
structed ones.
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normal mode representation. The method may fail if such a
representation is not valid. On the other hand, if there exists
a normal mode representation, then our method will be able
to apply even if the ocean has a rough bottom or is inhomo-
geneous. The accuracy of the normal mode representation is
the most crucial point of our method. More studies concern-
ing this aspect will be conducted in the future.

Last but not least, the material presented in Sec. V, pro-
vides the means of treating, in the same manner, the more
realistic case of a guide with elastic seabed. Our results for
reconstructions of objects in such guides will be presented
elsewhere.
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Nonlinear acoustic scattering from a gassy poroelastic seabed
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A model for difference frequency backscatter from trapped bubbles in sandy sediments was
developed. A nonlinear volume scattering coefficient was computed via a technique similar to that
of Ostrovsky and Sutin@‘‘Nonlinear sound scattering from subsurface bubble layers,’’ inNatural
Physical Sources of Underwater Sound, edited by B. R. Kerman~Kluwer, Dordrecht, 1993!, pp.
363–373#, which treats the case of bubbles surrounded by water. Biot’s poroelastic theory is
incorporated to model the acoustics of the sediment. Biot fast and slow waves are included by
modeling the pore fluid as a superposition of two acoustic fluids with effective densities that differ
from the pore fluid’s actual density and account for its confinement within sediment pores. The
principle of acoustic reciprocity is employed to develop an expression for the backscattering
strength. Model behavior is consistent with expectations, based on the known behavior of bubbles
in simpler fluid media. ©1998 Acoustical Society of America.@S0001-4966~98!02803-3#

PACS numbers: 43.30.Ma, 43.25.Dc@JHM#

INTRODUCTION

The subject of acoustic scattering from the ocean floor
has generated considerable interest over the past several de-
cades. Because there is no general agreement on what the
dominant scattering mechanisms are, many models exist that
are based on different scattering mechanisms. Some1,2 as-
sume that scattering occurs at the fluid/sediment interface,
while others3–7 consider scattering from within the sediment
volume below the interface. Possible volume scattering
mechanisms include variations in the refractive index of the
sediment caused by local variations of the sound speed or
density, the sediment grains, occlusions between grains, and
trapped gas bubbles. It is reasonable that, when gas is present
in sufficient quantity, gas bubble scattering should dominate;
bubbles in resonance are very strong scatterers of sound,
with scattering cross sections typically 1000 times their geo-
metric cross sections.8 The model of Boyle and Chotiros7

suggests that very small amounts of gas~fluid gas fractions
of 1025 or less! are sufficient to dominate other scattering
mechanisms. At present, no practical method of measuring,
in situ, such small amounts of gas exists.

Significant ambiguity can exist between the acoustic re-
turns from gas concentrations and other types of scatterers; a
hard rock interface can resemble a pocket of trapped gas.
This introduces uncertainty into acoustic methods of sedi-
ment classification. Finding an effective way of distinguish-
ing gas bubble acoustic returns from other types is therefore
critical.

One way in which gas bubbles differ from other kinds of
scatterers is in their nonlinear scattering character. Water has
a nonlinearity parameterB/A of about 5 to 6 compared with
a value of 8–12 for water-saturated sand.9 The value for a
bubbly liquid is much higher.10

One way of identifying bubble returns is to ensonify the
sediment with a parametric signal and measure the scattered
sound at combination frequencies. This procedure has been

successfully employed to detect bubbles in the water
column.11

The problem of identifying gas bubbles trapped within
sediment pores is considerably more complicated than that
involving bubbles in the water column. Recent
experiments12,13 suggest that sandy sediments are best mod-
eled acoustically via Biot’s14,15 poroelastic theory. This type
of treatment differs from others in that it models a saturated
sediment as a two-phase medium, consisting of a semirigid
matrix of sediment grains, through which the pore fluid is
allowed to flow. An outstanding feature of Biot’s theory is
that two compressional waves are predicted, in addition to
the shear wave. In the so-called Biot fast wave, the pore fluid
and grain structure move approximately in phase. This wave
is analogous to the compressional wave that would exist in
an equivalent elastic medium. The other type of compres-
sional wave, called the Biot slow wave, consists of the solid
and fluid parts of the medium moving out of phase. Experi-
ment suggests that both types of waves can be significant.
For trapped bubble scattering purposes, shear waves can be
neglected since they couple only weakly into the pore fluid
that contains the bubbles.

As a bubble expands, it carries with it the surrounding
pore fluid. Partial confinement within sediment pores will
cause the fluid to behave as if it had an effective density
different from its actual density. Since the mechanics of fluid
confinement are different for Biot fast and slow waves, the
pore fluid will have two different effective densities, depend-
ing on whether fast or slow waves are propagating. As a
result, the pore fluid’s acoustic impedance and the bubble’s
resonance frequency and damping constant are specific for
each of the Biot waves. Furthermore, whereas for a fluid
model these quantities can generally be treated as constants,
in the Biot case they are functions of frequency.

In this paper, an expression for the difference frequency
scattering coefficient from a bubbly sediment is developed. It
separately models scattering from Biot fast and slow waves
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by modeling the medium as a superposition of two acoustic
fluids. One fluid supports the fast wave while the other sup-
ports the slow wave. This is attained by assigning an appro-
priate effective density and acoustic impedance to each fluid.
The densities and impedances are obtained from the Biot
model of Sternet al.16

In Sec. I, an expression for the difference frequency
scattering coefficient of a single bubble in an acoustic fluid is
derived. The fluid’s effective density, and therefore its acous-
tic impedance and the bubble’s resonance frequency and
damping constant, are allowed to vary with frequency. In
Sec. II, the scattering coefficient from a distribution of
bubble sizes is computed. Section III contains a calculation
of the effective backscattering strength of the interface above
a bubbly Biot medium. Conclusions are discussed in Sec. IV.

I. CALCULATION OF THE DIFFERENCE FREQUENCY
SCATTERING COEFFICIENT FROM A SINGLE
BUBBLE

Ostrovsky and Sutin17 derived an expression for the dif-
ference frequency scattering coefficient of a bubble in an
unbounded fluid. The following treatment follows theirs but
is modified to allow the fluid’s density and related param-
eters to vary with the applied acoustic frequency. These
modifications are necessary for the modeling of bubbles in a
Biot medium in Sec. III.

Zabolotskaya and Soluyan18 derived the following equa-
tion of motion for a bubble surface:

V̈1v0
2V2aV22m~2V̈V1V̇2!1vdV̇52eP, ~1!

whereV is a perturbation in the bubble’s volume,P is the
acoustic pressure incident upon the bubble,v is the fre-
quency of volume oscillations, andd is the bubble’s damping
constant, an expression for which is given by Devin.8,19 The
resonance frequencyv0 and the coefficientsa, m, ande are
given by

v0
25

3gbbPeq

rReq
2 , ~2!

m5
1

8pReq
3 , ~3!

e5
4pReq

r
, ~4!

a53b~g11!v0
2, ~5!

whereg is the ratio of specific heats of the gas inside the
bubble, Peq is the ambient static pressure, andReq is the
bubble equilibrium radius, which is assumed small in com-
parison with the acoustic wavelength. The factorsb and b
account for surface tension and thermal conductivity, de-
tailed expressions for which are given by Medwin.8

The quantitiesv0 , a, d, ande will vary with the applied
frequency since they depend on the fluid densityr, which, in
the context of the Biot theory, effectively varies with fre-
quency. One implication is that the bubble does not possess a
single unique resonance frequency but rather a ‘‘transreso-
nance,’’ in which the resonance frequency varies with the

applied frequency. In the following text, the subscripts ‘‘1,’’
‘‘2,’’ or ‘‘ V’’ specify the appropriate acoustic frequency for
a frequency-dependent variable. For example, the resonance
frequencyv0 of a bubble that is driven at frequencyv1 is
denoted ‘‘v01.’’

A solution for V in Eq. ~1! is needed, given a bihar-
monic acoustic pressure incident upon the bubble:

P5P1 cos~v1t1w1!1P2 cos~v2t1w2!, ~6!

whereP1 and P2 are amplitudes andw1 and w2 are corre-
sponding phases of two superimposed incident pressure sig-
nals with frequenciesv1 andv2 . As an ansatz, letV be of
the form

V5V1 cos~v1t1j1!1V2 cos~v2t1j2!

1VV cos~Vt1jV!1C, ~7!

whereV5v12v2 is the difference frequency.Vi andj i are
amplitudes and phases of superimposed components ofV.
‘‘ C’’ comprises all other terms, including those involving
the sum frequency and higher harmonics of the driving fre-
quenciesv1 and v2 . To solve for V1 and V2 , it is only
necessary to consider the linear part of~1!:

V̈5v0
2V1vdV̇52eP, ~8!

wherev0 , d, ande are functions of the frequencyv of V.
The linear part ofV is given by

Vlin5V1 cos~v1t1j1!1V2 cos~v2t1j2!. ~9!

Upon substituting Eqs.~9! and ~6! into Eq. ~8!,

F ~v01
2 2v1

2!V1 cos~v1t1j1!1d1v1
2V1 sin~v1t1j1!

1~v02
2 2v2

2!V2 cos~v2t1j2!1d2v2
2V2 sin~v2t1j2!G

5F2e1P1 cos~v1t1w1!

2e2P2 cos~v2t1w2!G . ~10!

If Eq. ~10! is valid for all possible values of timet, the v1

andv2 components must satisfy it separately. Hence

~v01
2 2v1

2!V1 cos~v1t1j1!1d1v1
2V1 sin~v1t1j1!

52e1P1 cos~v1t1w1!, ~11!

~v02
2 2v2

2!V2 cos~v2t1j2!1d2v2
2V2 sin~v2t1j2!

52e2P2 cos~v2t1w2!. ~12!

By equating magnitudes on either side of Eqs.~11! and
~12!, the amplitudesV1 andV2 are obtained:

V15
e1P1

A~v01
2 2v1

2!21d1
2v1

4
, ~13!

V25
e2P2

A~v02
2 2v2

2!21d2
2v2

4
. ~14!

To find the difference frequency componentVV of the
bubble volume perturbationV, it is necessary to consider the
complete nonlinear equation, Eq.~1!. The V components of
Eq. ~1!’s linear terms are given by substitution of Eq.~7!:

~v0
2V!V5v0

2VV cos~Vt1j3!, ~15!
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~vdV̇!V5vdVVV sin~Vt1j3!, ~16!

~V̈!V52V2VV cos~Vt1j3!. ~17!

The first nonlinear term in Eq.~1! is (2aV2). To find theV
component ofV2, apply expression~7!:

V25V1
2 cos2~v1t1j1!12V1V2 cos~v1t1j1!cos~v2t

1j2!1V2
2 cos2~v2t1j2!1higher-order terms.

~18!

By invoking the trigonometric identity,

cos~a!cos~b!5 1
2„cos~a1b!1cos~a2b!…, ~19!

the difference frequency component ofV2 can be computed:

~V2!V5V1V2 cos@Vt1~j12j2!#. ~20!

In similar fashion, the difference frequency components of
the other nonlinear terms in Eq.~1! can be computed:

~V̈V!V5
~2v1

22v2
2!

2
V1V2 cos@Vt1~j12j2!#, ~21!

~V̇2!V5v1v2V1V2 cos@Vt1~j12j2!#. ~22!

The totalV component of Eq.~1! is the sum of contributions
from each of its terms. Therefore by substituting Eqs.~15!–
~17! and ~20!–~22! into Eq. ~1! and noting that the incident
pressureP has no difference frequency component,

$2V2VV cos~Vt1j3!1v0V
2 VV cos~Vt1j3!

2aVV1V2 cos@Vt1~j12j2!#

2m~2v1
22v2

2!V1V2 cos@Vt1~j12j2!#

2mv1v2V1V2 cos@Vt1~j12j2!#

1dVV2VV sin~Vt1j3!%50, ~23!

wherev0V , aV , anddV are the values ofv0 , a, andd, at
the difference frequencyV. Rearranging,

~v0V
2 2V2!VV cos~Vt1j3!1dVV2VV sin~Vt1j3!

5~aV2m~v1
21v2

22v1v2!!V1V2 cos@Vt1~j12j2!#.

~24!

Expression~24! is an equality of harmonic signals. For two
harmonic signals to be equal, their magnitudes and phases
must be equal. By equating the magnitudes on either side of
~24!,

uA~v0V
2 2V2!21dV

2 V4VVu

5u„aV2m~v1
21v2

22v1v2!…V1V2u. ~25!

Hence the amplitude of the difference frequency oscillations
of the bubble volumeV is

VV5U„aV2m~v1
21v2

22v1v2!…V1V2

A~v0V
2 2V2!21dV

2 V4 U . ~26!

Upon inserting expressions~13! and ~14! for V1 andV2 ,

VV5U „aV2m~v1
21v2

22v1v2!…e1e2P1P2

A~v0V
2 2V2!21dV

2 V4A~v01
2 2v1

2!21d1
2v1

4A~v02
2 2v2

2!21d2
2v2

4U . ~27!

This expression reduces to that of Zabolotskaya and Soluyan18 for the special case of a simple fluid medium, in which casev0 ,
a, andd are independent of frequency.

As the bubble volume oscillates at frequencyV, a pressurePV(r ) is generated in the surrounding fluid at distancer from
the bubble center. Landau and Lifshits’ expression,20,21 relating a bubble’s far-field acoustic pressure amplitudePV to its
volume perturbation amplitudeVV , is given by

PV~r !5
V2rVVV

4pr
. ~28!

Upon substituting Eq.~27! for VV in Eq. ~28!,

PV~r !5
V2rV

4pr U „aV2m~v1
21v2

22v1v2!…e1e2P1P2

A~v0V
2 2V2!21dV

2 V4A~v01
2 2v1

2!21d1
2v1

4A~v02
2 2v2

2!21d2
2v2

4U . ~29!

The bubble’s difference frequency scattering coefficient is
defined as the scattered power at frequencyV, divided by the
total incident intensity:

s54pr 2S ^pVvV&

^p1v1&1^p2v2&
D , ~30!

where pi and v i are complex pressures and velocities. In
terms of the scattered and incident pressure amplitudesPi ,
this can be written as

s54pr 2S @„PV~r !…2/uZVu#cosfV

~P1
2/uZ1u!cosf11~P2

2/uZ2u!cosf2
D , ~31!

whereZi5dp/dvi is the acoustic impedance of the medium,
and f i is the phase angle between the fluid velocity and
acoustic pressure at frequencyi . Substitution of Eq.~29! for
PV(r ) in Eq. ~31! yields
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s5U V4rV
2

„aV2m~v1
21v2

22v1v2!…2e1
2e2

2P1
2P2

2

4p@~v0V
2 2V2!21dV

2 V4#@~v01
2 2v1

2!21d1
2v1

4#@~v02
2 2v2

2!21d2
2v2

4#@P1
2~zV /z1!1P2

2~zV /z2!#
U, ~32!

where

z i5
uZi u

cosf i
. ~33!

Upon substituting Eqs.~2!–~5!, the following expression for the bubble scattering coefficient is obtained:

s5U pV4rV
2

„3~g11!v0V
2 2v1

22v2
21v1v2…

2P1
2P2

2

Req
2 r1

2r2
2@~v0V

2 2V2!21dV
2 V4#@~v01

2 2v1
2!21d1

2v1
4#@~v02

2 2v2
2!21d2

2v2
4#@P1

2~zV /z1!1P2
2~zV /z2!#

U. ~34!

II. DIFFERENCE FREQUENCY SCATTERING
COEFFICIENT FROM A DISTRIBUTION OF BUBBLES
IN AN ACOUSTIC FLUID

Equation~34! is an expression for the scattering coeffi-
cient of a single bubble. To write a simple expression for the
scattering coefficient from a volume containing a size distri-
bution of bubbles, an assumption is made that resonance
scattering dominates and that a single scattering assumption
is valid.7 The volume scattering coefficient can then be writ-
ten in the following form:

b5E
0

`

sn~Req!dReq, ~35!

whereReq is the equilibrium bubble radius andn(Req) is the
bubble size density function, defined as

n~Req!5
dN~Req!

dReq
, ~36!

whereN(Req) is the number of bubbles per unit volume with
radii less thanReq.

A combination of Eqs.~34! and ~35! results in an inte-
gral that is very difficult to solve analytically. In this section,
an approximate expression is obtained, based on a technique
originally employed by Wildt.22 It is based on the following
three assumptions:

~1! Most of the scattering is from bubbles with radii near the
resonance radius.

~2! The bubble size density function is approximately con-
stant in each range of bubble sizes that contribute.

~3! The damping constantd is approximately constant in
each range of bubble sizes that contribute.

Medwin’s8 expression for the resonance angular frequency
v0 in terms of the equilibrium bubble radius is

v05
A3gbbPeq/r

Req
, ~37!

where g is the ratio of specific heats,Peq is the ambient
pressure,r is the ambient density, andb andb are quantities
that account for surface tension and thermal conductivity.

By inversion, the resonance radiusRr is given in terms
of applied frequencyv:

R05
A3gbbPeq/r

v
. ~38!

By combination of~37! and ~38!,

v0

v
5

R0

Req
. ~39!

By combining Eqs.~39! and ~34!,

sV5
prV

2 @3~g11!v0
22v1

22v2
22v1v2#2P1

2P2
2

r1
2r2

2Req
2 v1

4v2
4@~R01

2 /Req
2 21!21d1

2#@~R02
2 /Req

2 21!21d2
2#@~R0V

2 /Req
2 21!21dV

2 #@P1
2~zV /z1!1P2

2~zV /z2!#
, ~40!

where R01, R02, and R0V are resonance radii when the
bubble is driven at frequenciesv1 , v2 , and vV , respec-
tively.

By inspection, it is clear that Eq.~40! will have maxima
when R5R01, R5R02, and R5R0V . The height of these
maxima will be determined by the values of the damping
constantsd1 , d2 , anddV . Assumption~1! is a statement that
the maxima are high enough that most of the contribution to
the integral in Eq.~35! comes from bubbles with radii very
close toR01, R02, or R0V :

b5b11b21bV

5E
R012e

R011e

sn~Req!dReq

1E
R022e

R021e

sn~Req!dReq1E
R0V2e

R0V1e

sn~Req!dReq. ~41!

ConsiderbV , which is the contribution from bubbles with
radius close toR0V :
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bV5E
R0V2e

R0V1e

sn~Req!dReq5
rV

2 P1
2P2

2

r1
2r2

2v1
4v2

4@P1
2~zV /z1!1P2

2~zV /z2!#

3E
R0V2e

R0V1e @3~g11!v0
22v1

22v2
22v1v2#2n~Req!dReq

Req
2 @~R01

2 /Req
2 21!21d1

2#@~R02
2 /Req

2 21!21d2
2#@~R0V

2 /Req
2 21!21dV

2 #
. ~42!

According to assumption~2!, the bubble size density functionn(Req)5n(R0V) is constant within the narrow range of
bubble radii aboutR0V . Assumption~1! states that, within the integral, the bubble equilibrium radius is approximately equal
to the resonance radiusR0V . Therefore, according to Eq.~39!, the resonance frequency can be approximately byv05V. The
second and third factors in the denominator of Eq.~42! do not change significantly across the bubble radius ranges and can be
approximated as constants withReq5R0V . Hence

bV5
prV

2 @3~g11!V22v1
22v2

22v1v2#2P1
2P2

2n~R0V!

r1
2r2

2v1
4v2

4@P1
2~zV /z1!1P2

2~zV /z2!#@~R01
2 /R0V

2 21!21d1
2#@~R02

2 /R0V
2 21!21d2

2#
E

R0V2e

R0V1e dReq

Req
2 @~R0V

2 /Req
2 21!21dV

2 #
.

~43!

To solve this integral, the following variable transformation
is made:

q5
R0V

Req
21, dq52

R0V

Req
2 dReq. ~44!

The integral in Eq.~43! is then given by

I 5E
R0V2e

R0V1e dReq

Req
2 @~R0V

2 /Req
2 21!21dV

2 #

5E
q1

q2 2dq

R0V@„~q!~q12!…21dV
2 #

, ~45!

where

q15
R0V

~R0V2e!
21, q25

R0V

~R0V1e!
21. ~46!

Since, according to assumption~1!, the contribution to the
integral is from a narrow range of bubble radii nearReq

5R0V , the variableq is always small. Hence the following
approximation can be made:

„q~q12!…2>4q2. ~47!

When this approximation is applied, the integral reduces to

I 5
1

R0V
E

2`

` dq

@4q21dV
2 #

, ~48!

where the limits of integration have been expanded out to
infinity. This is reasonable since the contribution to the inte-
gral is small outside the original limits ofq1 and q2 . The
resulting definite integral is tabulated:23

I 5
1

R0V

p

2dV
. ~49!

Combine~43!, ~45!, and~49! to get an expression forbV :

bV5
prV

2 @3~g11!V22v1
22v2

22v1v2#2P1
2P2

2n~R0V!

r1
2r2

2v1
4v2

4@P1
2~zV /z1!1P2

2~zV /z2!#@~R01
2 /R0V

2 21!21d1
2#@~R02

2 /R0V
2 21!21d2

2#

1

R0V

p

2dV
. ~50!

b1 and b2 can be obtained by repeating the procedure of Eqs.~42!–~50! over bubble size ranges aboutR01 and R02. The
results are

b15
prV

2 @3~g11!v1
22v1

22v2
22v1v2#2P1

2P2
2n~R01!

r1
2r2

2v1
4v2

4@P1
2~zV /z1!1P2

2~zV /z2!#@~R0V
2 /R01

2 21!21dV
2 #@~R02

2 /R01
2 21!21d2

2#

1

R01

p

2d1
, ~51!

b25
prV

2 @3~g11!v2
22v1

22v2
22v1v2#2P1

2P2
2n~R02!

r1
2r2

2v1
4v2

4@P1
2~zV /z1!1P2

2~zV /z2!#@~R0V
2 /R02

2 21!21dV
2 #@~R01

2 /R02
2 21!21d1

2#

1

R02

p

2d2
. ~52!

III. DIFFERENCE FREQUENCY SCATTERING
STRENGTH OF A GASSY SEAFLOOR

In Ref. 7, an expression was developed for the linear
backscattering strength of a sediment interface due to trapped
bubbles within the volume below the interface. In this sec-

tion, the same treatment will be followed in developing an
expression for difference frequency backscatter of a paramet-
ric signal.

In Sec. III A, an expression is derived for the scattered
pressure from an element of sediment volume, based on the
Biot theory and the principle of acoustic reciprocity. In Sec.
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III B, an expression is obtained for the effective scattering
coefficient per unit area of sediment interface.

A. Scattered pressure from an element of sediment
volume by reciprocity

Acoustic reciprocity is invoked in this section to de-
scribe the acoustic pressure scattered back to a projector in
the water column from an ensonified element of sediment
volume. In order to invoke reciprocity, the assumption is
made that all sound propagates linearly through the medium.
The nonlinearity treated here describes how sound is gener-
ated by the scatterer, rather than how it propagates after be-
ing scattered. This linear acoustic propagation assumption is
consistent with the single scattering assumption made in Eq.
~35! above; if neighboring scatterers with a common reso-
nance frequency are widely spaced, their nonlinear contribu-
tion to propagation will be small.

Consider an acoustic source in the water column and an
element of sediment volume that scatters sound, as in Fig. 1.
The source and scatterer are both assumed to be much
smaller than the acoustic wavelength. One can surround
them each with virtual spheres that are large in comparison
with the wavelength, as in Fig. 2. The spheres surrounding
the source and scatterer will be called the ‘‘source sphere’’
and the ‘‘scatterer sphere,’’ respectively.

The source sphere starts with a surface velocityv0 ,
which generates a pressureP at the scatterer. The scatterer
sphere responds with a surface velocityv, which in turn
induces a scattered pressurePv back at the source. The pres-
sures and surface velocities are related by the principle of
acoustic reciprocity, which states that, in a linear medium,
the source and scatterer can be swapped with no change in
the relationship between transmit and receive signals. This
swapping of positions can be interpreted to represent the
backscatter case. In terms of pressures and velocities, reci-
procity states that

P

v0
5

Pv

v
. ~53!

The surface velocities can be related to the local acoustic
pressures and impedances:

v05
P0

Z0
, ~54!

v5
hP

Z
, ~55!

where Z0 and Z are the acoustic impedances in the fluid
above and in the sediment.h is a transfer function from
incident pressureP to scattered pressurehP at the surface of
the scatterer sphere. It includes the combined effects of scat-
tering at the elementdx dy dz and propagation from the
scatterer to the surface of the surrounding virtual sphere. As
illustrated in Fig. 2, this propagation takes place as if it were
in the water column. If the water column’s attenuation is
neglected, the average square magnitude ofh is

^uhu2&5
sbv dx dy dz

4pr s
2 , ~56!

wherer s is the radius of the virtual spheres andsbv is the
scattering cross section, defined as the ratio of scattered
power to incident intensity. By combining Eqs.~53!–~56!, an
expression is obtained for the square magnitude of the pres-
sure returned to the projector:

FIG. 1. Backscatter from an element of sediment volume.

FIG. 2. Calculation of backscatter by acoustic reciprocity,~a! Acoustic
propagation of incident sound; the virtual sphere surrounding the source
as surface velocityv0 and pressurep0•v1 andp1 are the pore fluid velocity
and pressure induced at the scatterer.~b! Acoustic propagation of back-
scattered sound; the virtual sphere surrounding the scatterer has surface
velocity v18 and pressurep18•p2 is the backscattered pressure induced at
the source.
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^uPvu2&5E U P

P0 /Z0
U2 sbv

4pr s
2 UPZU

2

dx dy dz. ~57!

Since the sediment under consideration is a Biot medium
supporting fast and slow waves, the acoustic intensity re-
turned to the projector has two components:

^uPvu2&5E UPf1Ps

P0 /Z0
U2S sbv f

4pr s
2 UPf

Zf
U2

1
sbvs

4pr s
2 UPs

Zs
U2D

3dx dy dz, ~58!

where sbv f and sbvs are the scattering cross sections,
per unit sediment volume, associated with the fast and
slow waves. The quantitiesZf , Zs , Pf , andPs are, respec-
tively, the fast and slow wave acoustic impedances and the
acoustic pressures carried by the fast and slow wave. The
quantity inside the parentheses is the square magnitude of the
scatter’s surface velocity. The factoru(Pf1Ps)/(P0 /Z0)u2

converts this to the backscattered pressure magnitude
squared.

Equation ~58! involves linear scattering, where all
propagation and scattering occurs at a single defined fre-
quency. For parametric scattering, the incident sound upon
the scatterer is at two primary frequencies. Some of the
sound scatters at combinations of these two primary frequen-
cies, including their difference frequency. In this case, the
magnitude squared of the difference frequency backscattered
pressure is

^uPvVu2&5E xF b f

4pr s
2 S UP1 f

Z1 f
U2

1UP2 f

Z2 f
U2D

1
bs

4pr s
2 S UP1s

Z1s
U2

1UP2s

Z2s
U2D Gdx dy dz, ~59!

whereb f andbs are difference frequency scattering coeffi-
cients,b in Eq. ~41!. The subscriptsf ands specify, respec-
tively, whether a Biot fast or slow wave is being scattered.
P1 f and P2 f are fast wave acoustic pressures incident upon
the scattering elementdx dy dzat the primary frequencies
v1 and v2 . P1s and P2s are slow wave acoustic pressures
incident upon the element.Z1 f , Z2 f , Z1s , andZ2s are the
corresponding partial acoustic impedances.

The quantity inside the brackets is the difference fre-
quency component of the scattering sphere’s surface veloc-
ity. The factorx converts this to the backscattered pressure
returned to the projector. According to the principle of
acoustic reciprocity, this is given by

x5UPV f1PVs

PV0 /ZV0
U2

, ~60!

wherePV f andPVs are the fast and slow acoustic pressures
that would be induced at the difference frequencyV upon
the scattering element if the fluid surrounding the source
were driven at frequencyV with velocity PV0 /ZV0 .

B. Difference frequency backscattering strength of
sediment interface

In the following, a difference frequency backscattering
strength for the sediment interface is defined. The definition

is similar to that for linear scattering from bubbles.7 As il-
lustrated in Fig. 3, the effective surface backscattered pres-
surePs per unit areadx dy of sediment interface is a sum of
contributions from all volume scattering elements below the
interface:

^uPsu2&5E
0

`UPV f1PVs

PV0 /ZV0
U2F b f

4pr s
2 S UP1 f

Z1 f
U2

1UP2 f

Z2 f
U2D

1
bs

4pr s
2 S UP1s

Z1s
U2

1UP2s

Z2s
U2D Gdz. ~61!

It is convenient to definePsu as the difference frequency
scattered pressure at unit distance from the interface element
dx dy:

FIG. 4. Predicted parametric backscattering strengths over a gassy sand with
geoacoustic properties given in Table I.~a! Backscattering strength versus
difference frequency for a source level of 200 dBre:1 mPa and center
frequency of 42 kHz, at normal incidence.~b! Backscattering strength ver-
sus source level~at primary frequencies! for a difference frequency of 10
kHz and center frequency of 42 kHz, at normal incidence.

FIG. 3. Effective interface backscatter due to volume scattering.
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uPsuu5uPsu
r

r 1m
era, ~62!

wherer is the distance between the source in the water col-
umn and the scattering elementdx dy, anda is the absorp-
tion in the water column. The difference frequency back-
scattering strength of the interface is defined as

BSV510 log
^uPsuu2&

uPinc11Pinc2u2 , ~63!

where Pinc1 and Pinc2 are the primary wave pressures, at
frequenciesv1 andv2 , that are incident upon the interface.
Upon substituting~61! and ~62! into ~63!,

BSV510 log

S r

r 1m
D 2

e2raE
0

`U~PV f1PVs!

~PV0 /ZV0!
U2F b f

4pr s
2 S UP1 f

Z1 f
U2

1UP2 f

Z2 f
U2D1S bs

4pr s
2D S UP1s

Z1s
U2

1UP2s

Z2s
U2D Gdz

uPinc11Pinc2u2 . ~64!

Figure 4~a! is a plot of the difference frequency back-
scattering strength modeled by Eq.~64! for a typical coarse
sandy sediment. The sediment parameters are listed in Table
I. The backscattering strength in this figure increases with
frequency. This is consistent with expectations, which are
based on the input bubble size density function, shown in
Fig. 5. This bubble size density function was derived from
the measured grain size distribution as described in Ref. 7.
Over the frequency range of Fig. 4~a!, the bubble size density
function increases as the bubble radius decreases. Since the
model is based on resonance scattering from bubbles, an in-
crease in the scattering strength with frequency is expected.

The sediment parameters are listed in Table I. The back-
scattering strength in this figure increases with frequency be-
cause of the bubble size density function, which decreases
with bubble size. Since the model is based on resonance
scattering from bubbles, this means that the backscattering
strength should increase with frequency, which is consistent
with the model’s behavior.

In Fig. 4~b!, the dependence of the backscattering
strength on the incident primary pressure is plotted. The two
primary pressures are assumed in this figure to have the same
amplitude. The backscattering strength increases linearly
with the primary signal pressure.

IV. CONCLUSIONS

A model for parametric backscatter from trapped
bubbles in sandy sediments has been developed. It is based

on the nonlinear behavior of a gas bubble in an acoustic
fluid, with modifications that allow the treatment of bubbles
in a poroelastic medium. These modifications consist of as-
signing the pore fluid effective densities and acoustic imped-
ances that characterize the Biot fast and slow waves.

The model’s predictions are consistent with expecta-
tions. The backscattering strength increases linearly with
source strength, which is identical to the case for parametric
scattering from bubbles in an acoustic fluid. The increase in
parametric backscattering strength with frequency is consis-
tent with the frequency range described in Fig. 4 and the
input bubble size distribution shown in Fig. 5.

Similar parametric scattering models have been devel-
oped for bubbles in water,11 and they compare reasonably
well with experimental measurements. The work reported in
this paper allows an application of the technique described in
Ref. 11 to gas bubbles that might be trapped within sedi-

FIG. 5. Input bubble size density functionN computed from grain size
distribution according to Ref. 7.

TABLE I. Geoacoustic input parameters for parametric scattering strengths
of Fig. 4.

Parameter Units

Fluid density (kg/m3) 1000
Fluid bulk modulus ~Pa! 2.253109

Porosity 0.4
Grain density (kg/m3) 2650
Mean grain diameter ~f!a 1.0
Standard deviation ~f!a 1.0
Pore size parameter ~m! 1.79631024

Viscosity ~kg/m s! 1.031023

Permeability (m2) 6.45310210

Virtual mass parameter 1.75
Grain bulk modulus ~Pa! 7.03109

Frame shear modulus ~Pa! 2.613107

Shear log decrement 0.15
Frame bulk modulus ~Pa! 5.33109

Bulk log decrement 0.15
Gas bulk modulus ~Pa! 2.483105

Gas density (kg/m3) 1.22
Gas heat conductivity (cal/m s °C) 5.631023

Gas specific heat~const press! ~cal/kg! 240
Gas specific heat ratio,Cp /Cv 1.4
Bubble surface tension (N/m2) 0.075
Bubble/pore volume ratio 0.625
Gas content 1.031025

af52 log2 ~grain diameter in millimeters!.

1335 1335J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 F. A. Boyle and N. P. Chotiros: Gassy sediments



ment. At present, however, the authors are not aware of any
experimental measurements of parametric scattering
strengths from sediments where the gas bubble size distribu-
tions are known. When they become available, such data are
needed to test and further develop this model.
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Plane-wave reflection from a solid layer with nonuniform
density, sound speed, and shear speed
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This paper considers the problem of calculating the reflection coefficient of a plane wave incident
on an inhomogeneous elastic solid layer of finite thickness, overlying a semi-infinite, homogeneous
solid substrate. The physical properties of the inhomogeneous layer, namely the density,
compressional~sound! speed, shear speed, and attenuation, are all assumed to vary with depth. It is
shown that, provided terms involving the gradient of the shear speed and of the shear modulus are
ignored, and volume coupling between compressional and shear waves is neglected, analytical
solutions of the resulting equations can be obtained. The assumptions made are justified at most
frequencies of practical interest in underwater acoustics. In the case of a solid whose density and
shear speed are constant, the results obtained are exact solutions of the full equations of motion, and
may usefully be compared with numerical solutions in which the variation in sound speed through
the layer is represented by a number of homogeneous sublayers. It is concluded that, with realistic
sediment and substrate properties, a surprisingly large number of sublayers can be needed to give
accurate results. ©1998 Acoustical Society of America.@S0001-4966~98!02503-X#

PACS numbers: 43.30.Ma, 43.20.Fn, 43.20.Gp@JHM#

INTRODUCTION

The problem of calculating the reflection coefficient of a
plane wave incident on a marine sediment has been the sub-
ject of a large number of studies, most of which treat the
sediment as a homogeneous fluid or solid. The assumption of
homogeneity is sometimes justified for thin sediments,1–3

and simplifies the analysis considerably. This is particularly
useful for ray path models~e.g., Refs. 2, 4 and 5!, which can
be more illuminating than full wave equation solutions in
illustrating the dominant physical processes. Nevertheless, it
is often necessary to be able to model layers with continu-
ously varying properties, representing the majority of ob-
served thick sediments.6,7 This is usually done using numeri-
cal methods, either by dividing a nonuniform layer into a
number of homogeneous sublayers8,9 or by numerical inte-
gration of the wave equation to define the ‘‘propagator
matrix,’’10,11 thus avoiding the need to discretize the sedi-
ment layer. Mitchell and Lemmon12 use a ray theory ap-
proach, tackling the problem of a thick, nonuniform fluid
sediment by dividing it into layers in which the sound speed
and attenuation vary linearly with depth.

Numerical techniques are able to deal with arbitrary
variations of sediment parameters. It is, however, clearly de-
sirable to be able to generate analytical solutions for an in-
homogeneous layer, if only to verify the results from numeri-
cal models. A number of well-known solutions are available
for inhomogeneous fluids,13 but the literature on nonuniform
solids is relatively sparse. Gupta14 has obtained an analytical
solution for a solid of constant density in which the compres-
sion and shear wave velocities,c and v, both vary linearly
with depth. However, Gupta’s solution is valid only for the
ratio c/v5), so it is limited in application. More recently,
Hall15 has used the Born approximation to produce a semi-
analytical model of a sea bed of constant density, in which

the shear modulus is zero at the sea floor and exhibits a
power law dependence on depth. Hall’s analysis is aimed at
low frequencies, where the gradient of the shear modulus has
an impact on reflectivity via P-S coupling.

The purpose of the present paper is to provide an ana-
lytical model of compression and shear waves in an inhomo-
geneous solid whose density, sound speed, shear wave speed,
and attenuation all vary continuously with depth. An earlier
paper16 provided solutions for a solid of nonuniform density,
whose compression and shear wave speeds are both constant.
That study included the continuous conversion of compres-
sion to shear waves arising from the effect of a density gra-
dient, but its restriction to an isovelocity medium meant that
the solutions are of limited practical significance. It was also
assumed that the shear modulus is small compared with the
bulk modulus.

We now show that the approximation of a small shear
modulus can be abandoned, but we retain the assumption
that its gradient can be neglected. Continuous volume cou-
pling between compression and shear waves, resulting from
density gradient effects, is also neglected. Both assumptions
are justified at most frequencies of practical interest in un-
derwater acoustics.11,16–18Under these conditions it is pos-
sible to obtain analytical solutions of the resulting equations
for a solid layer whose properties all vary continuously with
depth. In the special case of constant density and shear
speed, the solutions satisfy the complete equation of motion,
so no approximation is involved. The solutions are incorpo-
rated into a three-layer model of ocean, sediment, and sub-
strate~the substrate being treated as a semi-infinite, homoge-
neous solid!, and are used to determine the reflection
coefficient of an incident plane wave in the upper~fluid!
layer.
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I. EQUATIONS OF MOTION IN AN ELASTIC MEDIUM

This section presents the mathematical model describing
the propagation of plane shear and compression waves in an
inhomogeneous solid. The equation of motion in an inhomo-
geneous, isotropic elastic medium is written as19

r
]2u

]t2 5“@~l12m!“–u#2“3~m“3u!22~“m!“–u

12~“m–“ !u12“m3~“3u!, ~1!

whereu is the particle displacement vector,r is the density,
andl, andm are the Lame´ parameters. The compression and
shear wave speedsc andv are related tol andm by20

rc25l12m, rv25m. ~2!

Equations for the compression and shear waves are derived,
making the assumption that terms involving the gradient of
the shear wave speed and shear modulus may be neglected.
There is no restriction on the variation of sound speed. Ref-
erence 16 made the additional assumption that the shear
modulus is small compared with the bulk modulus, which is
equivalent to the assertion thatv2!c2. However, we show
below that this latter assumption can be abandoned. This
means that the resulting equations are exact for a medium
whose shear modulus and shear speed~and therefore also the
density! are constant. There is of course a degree of approxi-
mation involved in applying the simplified equations to a
solid whose density or shear speed vary with depth. We can
gain an idea of the validity of the approximation by consid-
ering the magnitude of the neglected shear terms in relation
to those retained. Each of the terms involvingm and its gra-
dients, on the right-hand side of Eq.~1!, is either a product of
m and a second derivative ofu or a product of“m and a first
derivative ofu. The magnitudes of the first and second spa-
tial derivatives ofu are given approximately bykuuu, k2uuu,
respectively, wherek is the dilatational wave number.

We may also write

u“mu.
Dm

h
,

whereh is the thickness of the inhomogeneous layer andDm
is the change inm across the layer. Thus the ratio of the
magnitude of the shear gradient terms to that of the terms
proportional tom is given approximately by

S Dm

h
kD Y ~mk2!5

Dm

~kh!m
.

We can expect the approximation of neglecting shear gradi-
ents to be valid if this ratio is small. In a consolidated sedi-
ment the change inm across the layer will be less than the
mean valuem̄. For an unconsolidated sediment, wherem
may be very small at the surface, the value ofDm could be
greater than the mean value. However, even in this case
Dm/m̄ would not exceed 2~assuming a linear variation ofm
through the sediment!. Hence the above condition will be
satisfied provided the dimensionless wave number (kh) is
significantly greater than 1. Thus the neglect of shear gradi-
ent terms is essentially a high-frequency approximation, as
noted by Vidmar and Foreman,11 although in practice it is

applicable even at fairly low frequencies. Vidmar and Fore-
man suggest that, for typical deep-sea marine sediments, gra-
dient terms may be neglected for frequencies above about 10
Hz.

Returning to the equation of motion, neglect of the“m
terms in Eq.~1! gives

]2u

]t2 5
1

r
“@~l12m!“–u#2

m

r
“3~“3u!. ~3!

It is usual to describe compression waves by means of an
equation for the pressurep, defined by

p52k“–u, ~4!

wherek5l12/3m is the bulk modulus. This procedure was
followed in Ref. 16.

However, we note here that the first term on the rhs of
Eq. ~3! contains the expression (l12m)“•u5rc2

“–u,
which is similar to the above expression forp ~and identical
to 2p in the fluid case!. This leads us to try working in
terms of a ‘‘modified compressional potential’’p* , defined
by

p* 52rc2
“–u5p~124v2/3c2!21. ~5!

It turns out that the choice of the variablep* in preference to
p enables us to write equations which are valid for a solid
with large shear modulus. Taking the divergence of Eq.~3!,
and neglecting“~m/r!, gives

]2D

]t2 5“–F1

r
“@~l12m!D#G52“–S 1

r
“p* D , ~6!

where

D5“–u52p* /~rc2!. ~7!

Hence the equation forp* becomes

1

c2

]2p*

]t2 5¹2p* 2
1

r
“r•“p* . ~8!

This is identical to the usual wave equation for pressure in an
inhomogeneous fluid.21 In a fluid medium,p* is simply
equal to the pressurep.

We now seek an equation governing the shear wave, and
begin by writing the displacementu in the general form

u5“f1“3c ~9!

wheref is a scalar potential related top* by

¹2f5“•u52p* /~rc2! ~10!

andc is a vector potential describing the rotational compo-
nent of the motion. Hall15 notes that this simple Helmholtz
representation of the displacement field cannot be used in an
inhomogeneous medium if shear speed gradient effects are to
be modeled. In those circumstances the more general formu-
lation described by Richards17 is required. However, Eq.~9!
is adequate to describe the displacement if the gradients of
both the shear speedv and the shear modulus (rv2) are
neglected. Exact equations result in the case of a fluid of
variable density or a solid of constant density and shear
speed.
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We now look for plane wave solutions in which the
motion is confined to the (x,z) plane, so we may write

c5~0,c,0!, ~11!

where the scalarc is a function ofx andz only. Hence

“3u5“3~“3c!52¹2c. ~12!

Thus Eq.~3! can be written in the form

]2u

]t2 52
1

r
“p* 1

m

r
¹2~“3c!. ~13!

The equation forc is obtained by taking the curl of Eq.~13!.
Neglecting the gradient of the shear speed, this results in

¹2H 1

v2

]2c

]t2 2¹2cJ 52
1

~rv !2 “r3“p* . ~14!

This equation is the same as given in Ref. 16, except for the
replacement ofp by p* . Thus, if gradients ofv and m are
small, the problem of calculating plane wave propagation in
an inhomogeneous solid reduces to the solution of Eqs.~8!,
~10!, and ~14! for p* , f, and c, from which the displace-
ment field can be deduced using Eq.~9!.

The term on the rhs of Eq.~14! represents continuous P
to S wave conversion due to a density gradient, and has been
discussed in Ref. 16. In that paper, analytical solutions were
presented for an isovelocity layer of varying density, includ-
ing the continuous coupling effect. Those solutions are of
limited application to real sediments, in which refraction
plays a dominant role. The problem of obtaining analytical
solutions to Eq.~14! for a refracting medium is a complex
one, and has not been addressed here. However, at most
frequencies of interest we can neglect the coupling between
P and S waves due to density gradient effects.16 The source
term on the rhs of Eq.~14! is then set to zero, and the equa-
tion for c can be written as the simple wave equation

1

v2

]2c

]t2 5¹2c. ~15!

@Omission of the¹2 factor outside the bracket in Eq.~14! is
equivalent to ignoring solutions of Laplace’s equation which
would appear as source terms on the rhs of Eq.~15!, but
which can be excluded here since we have neglected volume
coupling.#

We now show that, with this approximation, there is no
need to solve explicitly for the scalar displacement potential
f. Substituting for“2c in Eq. ~13! gives

]2u

]t2 52
1

r
“p* 1

]2

]t2 ~“3c!. ~16!

Comparison with Eq.~9! shows that

]2

]t2 ~“f!52
1

r
“p* , ~17!

which reduces to

“f5
1

rv2 “p* ~18!

when we make the usual assumption of an exp (2ivt) time
dependence. Hence the irrotational component of the dis-
placement can be found directly in terms ofp* using Eq.
~18! without the need to solve Eq.~10! for f. Note that, if we
take the curl of Eq.~18!, we deduce that“r3“p* 50,
which is precisely the approximation made in arriving at Eq.
~15!. Numerical results presented later in this paper indicate
that the neglect of volume coupling is justified at frequencies
of practical importance, for density profiles typical of marine
sediments.

Returning to the equation forp* , Eq. ~8! is now further
transformed to a form suitable for coping with variable den-
sity. Following Refs. 16 and 22, we define new variablesw
andq by

w5r21/2, q5r21/2p* . ~19!

Substitutingw andq for r andp* in Eq. ~8! results in

1

c2

]2q

]t2 5¹2q1
q

w
¹2w. ~20!

For plane waves in a horizontally stratified layer we write

q5exp@ i ~kxx2vt !#q1 , ~21!

c5exp@ i ~kxx2vt !#c1 , ~22!

whereq1 andc1 are functions of depth only. The equations
for q1 andc1 then become

d2q1

dz2 1Fkp
22kx

22
1

w

d2w

dz2 Gq150, ~23!

d2c1

dz2 1@ks
22kx

2#c150, ~24!

where

kp5v/c, ks5v/v. ~25!

II. SPEED AND DENSITY PROFILES

A variety of speed and density profiles can be defined
leading to analytical solutions of Eqs.~23! and~24!,13,23 but
many of these solutions are difficult to evaluate numerically.
Here we have chosen profiles that result in relatively simple
solutions. These are adequate to demonstrate the effects of
variable density and shear speed in a refracting sediment.

The density profile is defined by the equation

r5
Aeaz

~eaz1a!2 5
A

4a
sech2F1

2
~az2 log a!G . ~26!

This ‘‘sech-squared’’ profile corresponds to

w~z!5r21/25A21/2@e~1/2!az1ae2~1/2!az#, ~27!

which gives

1

w

d2w

dz2 5const5
1

4
a2. ~28!

Equation~28! enables a variety of profile shapes to be mod-
eled by appropriate choice ofA, a, anda. It is discussed in
detail in Ref. 22, which examines the effect of density profile
shape on reflection from a refracting fluid layer. The choice
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of a50 results in the well-known exponential density
profile.24

The sound and shear speeds are represented by either a
constant value or a ‘‘lineark2’’ profile, in which the square
of the refractive index varies linearly with depth. This type
of profile is described by an equation of the form

speed5~B1bz!21/2, ~29!

whereB andb are constants. Unlike the density profile, there
is no scope for altering the shapes of the speed profiles,
which are determined uniquely by prescribing the speeds at
the top and bottom of the sediment. With a constant speed
the solution of Eq.~23! or ~24! is a combination of exponen-
tials, while a lineark2 profile gives a solution in terms of
Airy functions.13 Losses are modeled in the usual way, by
allowing the sound and shear speeds to take complex
values.13

III. MODEL OF SEDIMENT AND SUBSTRATE

The three-layer model used to calculate reflection coef-
ficients treats the upper layer as a semi-infinite, lossless fluid
and the lower layer as a semi-infinite, lossy elastic solid. The
inhomogeneous solid layer representing the sediment has the
density and velocity profiles described in the previous sec-
tion. The properties chosen for this study are representative
of a thick terrigenous sediment overlying sedimentary rock.6

The reference densityr0 and sound speedc0 ~that is, the
values in the upper layer! are set to 1050 kg/m3 and 1544
m/s, respectively. All other properties are expressed as di-
mensionless quantities, normalized with respect to these val-
ues. Table I shows the parameters chosen for a typical sedi-
ment and substrate. The parameter ‘‘a’’ in Eq. ~27! is set to
0.519. This gives a density profile havingdr/dz50 at the
bottom of the sediment. The resultant shape is close to that
of measured profiles,23 and is plotted in Fig. 1. Velocity pro-
files defined by a lineark2 speed law~Fig. 2! are less suc-
cessful in modeling measured sound and shear speed pro-
files, since they give shapes which are concave upwards,
while measured profiles are generally concave downwards.
However, the intention of this paper is to model the effects
of depth-varying properties in a solid layer, and in particular
to compare analytical with numerical solutions. It is not es-
sential for this purpose to simulate a real environment in any
detail. Alternative speed profiles are known13,23 which are
better representations of measured profiles, and for which
exact solutions of the Helmholtz equation can be found.
However, the solutions are difficult to evaluate numerically
and so have not been pursued here. Work is currently in

progress on obtaining approximate solutions for more realis-
tic profiles. It is intended to make this work the subject of a
later publication.25

The reflection coefficient for a plane wave incident from
the upper layer is calculated, at each frequency and grazing
angle of interest, by applying the usual boundary
conditions,26 namely, continuity of normal displacement and
normal stress components at both interfaces, continuity of
tangential displacement and tangential stress at the lower
~solid/solid! interface, and zero tangential stress at the upper
~fluid/solid! interface. We present the last of these conditions
in detail by way of example. The tangential stress component
txz in the inhomogeneous layer is given by20

1

m
txz5

]ux

]z
1

]uz

]x
.

Substituting for the velocity components using Eqs.~9!, ~18!,
and ~19! results in

1

m
txz5

2ikx

v2 w
]q

]z
2

]2c

]z2 2kx
2c. ~30!

Settingtxz50 at the upper interface gives a linear equation
in four unknowns, these being the multipliers of the expo-
nential or Airy functions of whichq and c are composed.
Similar equations result from the other six boundary condi-
tions, giving seven equations for seven unknowns, one of
which is the required amplitude reflection coefficientR.

It is possible, in principle, to solve the equations analyti-
cally, thereby arriving at an explicit expression forR. This
procedure was followed for the case of a fluid sediment and
substrate,22 where a system of four equations is to be solved.
However, even in that relatively simple case the expressions
are quite complicated. Except in the limits of very low or
very high frequency they do not provide any additional in-
sight into the physics of the problem. In the present case,
where seven equations are to be solved, the expressions
would be much more complex. Therefore the final step of
calculatingR is performed by solving the 737 matrix equa-
tion numerically. Nevertheless we refer to the solutions as
‘‘analytical’’ because all the coefficients of the equations are

TABLE I. Sediment and substrate properties. All densities are normalized
with respect to r051050 kg/m3, and all speeds with respect toc0

51544 m/s. All losses are in dB per wavelength.

Top of sediment Bottom of sediment Substrate

Density 1.457 2.181 2.419
Sound speed 0.979 1.509 2.267
Shear speed 0.259 0.518 1.1335
Pressure loss 0.12 0.24 0.1
Shear loss 1.0 1.5 0.2

FIG. 1. Density profile given by Eq.~27! with a50.519 and using density
values from Table I.
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analytical expressions, and because the results do not depend
on numerical integration or on discrete layering of the sedi-
ment.

Solutions are presented in the following section, which
also includes comparisons with the SAFARI fast field
program.27 The numerical technique employed by SAFARI
deals with an inhomogeneous layer by dividing it into a
number of sublayers, in each of which the density, shear
speed, shear attenuation, and compressional attenuation are
constant. The compressional wave speed is also required to
be constant for solid sediments, but a ‘‘lineark2’’ variation
is permitted in each sublayer in the fluid case. Thus, although
SAFARI is capable of providing exact solutions, its accuracy
can be affected by the number of sublayers used to model a
nonuniform sediment. This limitation is illustrated below.

IV. NUMERICAL RESULTS AND DISCUSSION

The following results show that the approximations
made, in order to arrive at analytical solutions, are valid at
frequencies of practical importance. The results also illus-
trate the limitations of modeling an inhomogeneous sediment
using homogeneous sublayers. All results are shown as
graphs of reflection loss versus grazing angle for a constant
value of the dimensionless frequencyk0h5vh/c0 , whereh
is the sediment thickness. Reflection loss is defined in the
usual way, namely as220 log10uRu.

A. Isovelocity sediment

First we examine the simple case of an isovelocity sedi-
ment of variable density. The density properties are as given
in Table I, while the sound and shear speeds are assumed to
have the ‘‘top of sediment’’ values of Table I throughout the
whole layer. The variation in shear modulus is thus due en-
tirely to the density variation. It has been shown that the
neglected terms are of decreasing significance as frequency
increases, and this is confirmed by the numerical results. Fig-
ure 3 compares the analytical solution with SAFARI, at the
dimensionless frequencyk0h52. One hundred sublayers
were used to represent the density variation in the sediment.
At this low frequency the neglected terms in the equations of
motion are significant. This leads to errors in the analytical
results in the grazing angle range 20° to 30°, where the peak

in reflection loss is considerably under predicted. Agreement
improves at higher grazing angles and is excellent for angles
above 64°~the critical angle for generation of compression
waves in the substrate!. The sharp change in the slope of the
loss curve at 28° is attributed to the onset of propagating
shear waves in the substrate, leading to higher losses than
would otherwise occur in the range 28° to 64°. At the higher
frequencyk0h58 ~Fig. 4! the neglected terms are of much
less importance, and the analytical solution agrees very well
with SAFARI for the whole range of grazing angle. The
differences are too small to be plotted. Figure 4 shows a
reflection loss peak of about 8 dB at low grazing angle. This
is due to destructive interference between the compression
waves reflected from the water/sediment and sediment/
substrate interfaces. This mechanism for high loss at low
grazing angle has been discussed by Hastrup.28

B. Refracting sediment with constant density and
shear speed

As noted above, the SAFARI results of Figs. 3 and 4
were produced using 100 uniform sublayers of equal thick-
ness to represent the inhomogeneous sediment. This number
is more than adequate to describe a layer of variable
density22 since the sublayer thickness is much less than a
wavelength. Indeed, it is common to use about 10–25 sub-

FIG. 2. Lineark2 speed profiles using values from Table I: ——— com-
pressional speed; — — — shear speed.

FIG. 3. Comparison of analytical reflection loss with SAFARI for an isove-
locity sediment with varying density atk0h52: ——— analytical;
— — — SAFARI.

FIG. 4. Reflection loss for an isovelocity sediment with varying density, at
k0h58, as predicted by both SAFARI and analytical solution.
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layers to model a nonuniform layer,15,29 even when all its
properties vary with depth. Under some circumstances this
can lead to large errors, as shown by the following example
of a refracting solid layer with constant density and shear
speed. Remembering that the analytical results are exact so-
lutions of Eq.~1! if shear speed and shear modulus are con-
stant, this case is ideal for comparison with SAFARI to ex-
amine the sensitivity of the solution to the number of
sublayers. The sound speed and compression wave attenua-
tion at the top and bottom of the sediment are as given in
Table I, while the density, shear speed, and shear attenuation
take the ‘‘top of sediment’’ values throughout. We consider
the dimensionless frequencyk0h560 which, for the chosen
value ofc0 , would correspond to a frequency of 147 Hz with
a sediment thickness of 100 m, or 14.7 Hz for a thickness of
1 km. An estimate of the number of sublayers needed for
accuracy can be made by following the guideline given by
Schmidt,27 who states that a sublayer thickness of one-
quarter wavelength should be enough in most cases. Based
on the minimum compressional wavelength in the layer, this
indicates that 40 sublayers should suffice atk0h560. An
alternative estimate is obtained by considering ray paths near
the top of the sediment. A simple Snell’s law calculation for
the chosen speed profile shows that rays in the upper layer,
incident at small grazing angles, will reach a maximum
depth of 7.4% of the sediment thickness before returning to
the upper layer. Therefore one would expect to have to sub-
divide the sediment into at least 14 sublayers~assuming they
are of equal thickness! if rays at small grazing angles are to
experience any change in sound speed within this depth.
With a more stringent criterion of~say! 4 sublayers between
the surface and the ray turning depth, at least 54 sublayers
are required.

We have used the compressional speed rather than the
shear speed to estimate the number of sublayers, because the
lower value of shear speed gives rise to much steeper angles
of shear waves within the sediment, thus ensuring that pen-
etration of shear waves into the sediment is much greater
than that of compressional waves for small grazing angles.
The discretization needed is therefore expected to be deter-
mined by the compressional profile in this case. This is con-

firmed by numerical results for solid and fluid sediments,
presented below.

A number of SAFARI runs were carried out, with the
sediment divided into various numbersN of sublayers of
equal thickness.~Non-uniform layering of the sediment
could have been used, but for present purposes this extra
complication was not considered worthwhile.! Figure 5 com-
pares the exact solution with SAFARI, forN560 and N
5250. We see from the exact result that there is a reflection
loss peak of 9 dB at about 2° grazing angle, similar to the
peak in Fig. 4. Again this is due to destructive interference,
but in this case the interference is between the refracted wave
penetrating the sediment, and the component reflected di-
rectly from the water/sediment interface. This can occur only
for sediments whose surficial sound speed is less than that in
the water, allowing penetration of the sediment by rays at
low grazing angle. The mechanism has been discussed by
Ainslie and Harrison.30 The SAFARI result with 60 sublay-
ers gives a reflection loss peak of 20 dB, which is grossly in
error. At higher grazing angles the loss curve is generally
well predicted, although there is still a 2 dB error even at
normal incidence. The errors are due to the inability of a
limited number of simple plane waves, generated at the su-
blayer interfaces, to match correctly the phase and amplitude
of the exact solution over the whole angle range. The match-
ing is particularly poor at low angles where only a small
proportion of the 60 sublayers are penetrated by the incident
wave. IncreasingN by a factor of about 4, to a total of 250,
gives much better agreement, as shown in Fig. 5. However,
there is still a 2.5 dB error in the low grazing angle peak,
despite the fact that there are now 19 sublayers between the
upper interface and the ray turning depth. The error at nor-
mal incidence is reduced from 2 to 0.5 dB~not shown in the
diagram!. An increase inN by a further factor of 4, to a total
of 1000 sublayers, eliminates the discrepancies except at the
low angle peak, where there is a residual error of 0.5 dB~not
plotted in Fig. 5!.

It is remarkable that such a fine layering of the sediment
should be needed to get an accurate result. One would nor-
mally expect reliable solutions using a discretization one or
two orders of magnitude coarser than the 1000 sublayers

FIG. 5. Comparison of exact analytical solution with SAFARI for a refracting solid sediment of constant density and shear speed atk0h560: ——— exact
solution; — — — SAFARI.
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required here, as reported by Gupta,29 for example. The
problem is attributed entirely to the need to discretize the
sound speed profile into constant speed sections when mod-
eling a solid sediment, which is a feature of the SAFARI
model used in this study.27 By contrast, if the sediment can
be modeled as a fluid, then the sound speed can be repre-
sented as a continuous function, using a lineark2 profile in
each sublayer. Under these conditions an accurate solution
can be obtained with a very modest number of sublayers.
Lekner31 has noted the gains in accuracy and efficiency that
can be made with inhomogeneous sublayers. Figure 6 plots
the analytical solution, atk0h560, for a fluid sediment
whose sound speed and density properties are the same as in
Fig. 5. The solution given by SAFARI for this case, with
only ten sublayers and using a lineark2 speed profile in each
sublayer, replicates the analytical solution very closely. The
differences are too small to be shown in Fig. 6. However, if
we discretize the sound-speed profile into constant speed
segments~as would be needed with a solid sediment!, then
even with 60 sublayers we get a poor result. It is seen from
Fig. 6 that the SAFARI solution with a discretized profile
again fails to predict the low angle peak. The result is very
similar to that for the solid sediment.

The reflection loss peak of Figs. 5 and 6 is dependent on
the destructive interference mechanism mentioned above. At
frequencies for which this mechanism does not operate, one
would expect to get a good solution from SAFARI with a
much reduced number of sublayers. However, it should be
noted that the sediment and substrate parameters chosen for
Fig. 5 were not specially selected as a ‘‘pathological case,’’
but used representative values for a real ocean bottom~albeit
with the sediment density and shear speed held constant in
order to get an exact solution!.

With general variations in sediment properties, for
which no analytical solutions are available, a numerical
method is, of course, a necessity. When using the SAFARI
model it will not be possible to predict beforehand whether
any predetermined value ofN is large enough to give an
accurate result. One can, of course, make estimates of the
number of sublayers required in any given circumstances us-
ing the methods discussed above, but the results of Figs. 5
and 6 show clearly that it is important to experiment with

different numbers of layers to ensure convergence to the cor-
rect solution, as recommended by Schmidt.27 It is not con-
sidered feasible to give a general criterion for selectingN
which can be guaranteed to work in all cases.

C. General case

Next we turn to a case in which all the sediment prop-
erties vary with depth, as in Table I. The dimensionless shear
modulusrv2 varies considerably in this case, from 0.098 at
the top of the sediment to 0.585 at the bottom, so this ex-
ample is a severe test of the validity of the approximations
made earlier. Figures 7 and 8 compare the analytical solu-
tions with SAFARI at dimensionless frequencies of 2 and 20,
respectively. The SAFARI solutions used 400 sublayers,
which was confirmed as adequate for convergence. Figure 7
(k0h52) shows that the analytical solution reproduces the
shape of the loss curve correctly, but at this low frequency
the neglected gradient terms are large enough to give inac-
curacies in the solution. Agreement is much improved at
k0h520, which is more representative of frequencies of
practical interest. Figure 8 shows that the two solutions are
indistinguishable over most of the grazing angle range. The
error does not exceed 0.3 dB at any angle.

FIG. 6. Comparison of exact analytical solution with SAFARI for a refract-
ing fluid sediment of constant density atk0h560: ——— exact solution;
— — — SAFARI.

FIG. 7. Comparison of analytical solution with SAFARI for a sediment of
variable density, sound speed, and shear speed atk0h52: ——— analyti-
cal; — — — SAFARI.

FIG. 8. Comparison of analytical solution with SAFARI for a sediment of
variable density, sound speed, and shear speed atk0h520: ——— analyti-
cal; — — — SAFARI.
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Finally, Fig. 9 illustrates the error incurred by neglecting
the shear speed variation in the sediment. The solid line in
this graph corresponds to a shear speed varying as shown in
Table I ~i.e., doubling between top and bottom of the sedi-
ment!, while the broken line gives the result for a shear speed
held constant at the ‘‘top of sediment’’ value throughout.
There is a range of grazing angles~approximately 46° to 74°!
where differences are apparent between the two loss curves.
The critical angle for generation of compression waves in the
substrate is 64°. Reflection loss is dominated by this mecha-
nism for higher angles, and we see only a fairly small effect
of the shear speed profile. Likewise, at low angles the reflec-
tion loss is controlled by the properties of the upper part of
the sediment. The shear profile will have an impact on re-
flection loss via the conversion of compression to shear
waves at the sediment/substrate interface, which will occur if
the grazing angle is large enough for compression waves to
reach the lower interface. This corresponds to grazing angles
greater than cos21(1/1.509)548.5°, which is close to the
value for which the shear profile begins significantly to affect
the results in Fig. 9. Note that the differences between the
two curves in Fig. 9 are unconnected with any error arising
from the neglect of the shear gradient terms in Eq.~1!. At
this frequency (k0h520) the neglected terms have only a
small effect, as illustrated by the SAFARI comparison of
Fig. 8. Therefore, while shear profile effects can be ignored
for angles close to zero or near normal incidence, the shear
speed variation must be represented to get correct results
over the whole angle range even when the shear gradient
terms in the equations of motion are negligible. This is es-
pecially important in cases where an interface wave is gen-
erated at the sediment/substrate boundary, since in those cir-
cumstances the value of shear speed at the interface is
critical.

V. CONCLUSIONS

It has been shown that, by making a suitable choice of
variables, analytical solutions can be obtained of the equa-
tions for shear and compression wave propagation in an in-
homogeneous solid. The solutions are valid for a medium
with nonuniform density, sound speed, and shear speed pro-
vided we can ignore terms involving the gradient of shear

speed or shear modulus, and can also ignore volume cou-
pling between shear and compression waves due to density
gradients. These approximations are justified at most fre-
quencies of practical interest in underwater acoustics. For a
medium whose shear speed and shear modulus are constant
the solutions are exact, with no restriction on the magnitude
of the shear speed. Such solutions are valuable for making
comparisons with results obtained via numerical methods.
The case of a refracting solid with constant density and shear
speed has been used to show that a very large number of
sublayers can sometimes be needed to model an inhomoge-
neous solid sediment accurately using the SAFARI model.
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depth for the computation of sound speed, and depth from pressure for use in ocean engineering.
They are based on the algorithm of UNESCO 1983@N. P. Fofonoff and R. C. Millard, Jr., Unesco
Tech. Papers in Mar. Sci. No. 44~1983!#, and on calculations from temperature and salinity profiles.
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that the new equations are a substantial improvement on the previous simplified ones, which should
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INTRODUCTION

The need to obtain pressure at sea from depth and loca-
tion is found in many applications of underwater acoustics.
The main topic is sound propagation, which depends on the
variation of the speed of sound with depth and range. As the
local speed of sound in the ocean varies with temperatureT,
salinity S, and pressureP, and because the precise labora-
tory measurements leading to the equations for the speed of
sound were made in conditions where pressure was the mea-
sured parameter, the basic equations use pressure and not
depth. Depth, however, must be used in the various calcula-
tions of sound propagation such as based on ray theory, etc.
The temperature and salinity profiles in the sea are often
obtained fromin situ measurements that can be made as a
function of depth or pressure, completed at great depth by
values from data banks. Most of these, like that of Levitus1

for instance, and atlases, giveT andS as a function of depth,
not pressure. In all, for a specific sound propagation calcula-
tion, the user is mostly faced with the problem of converting
depth into pressure for the calculation of sound speed. For
this reason several simple formulas have been proposed.2–5

Their accuracy was limited to a final precision of60.5 to61
m/s on sound speed, which was regarded as satisfactory up to
ten years ago. This is no longer the case, especially in acous-
tic tomography, and an improvement by a factor of 10 is
desirable. The reverse problem, that of pressure to depth con-
version, has received considerable attention from oceanogra-
phers. The desired accuracy is indeed very high for such
problems as the calculation of the motions of water masses,
internal waves, etc. The procedure developed by Fofonoff
and Millard6 ~UNESCO 83!, here usually abbreviated as F-M
or U83, is well adapted to the problem of calculating depthZ
from pressureP, and a modest PC can easily handle the
calculations once the specific program has been loaded. One

must, however, enterT(P) andS(P) profiles by a number of
layers with constant values, the sampling depending on the
profiles and on the final desired accuracy.

A need arose three years ago at IFREMER to develop a
simple method for calculating in real time the depth of a
ROV or a deep towed fish down to 6000 m to an accuracy
within only 61 m, from a pressure gauge installed on the
vehicle. It was decided to perform the complete oceano-
graphic calculation with a number of selectedT andS pro-
files covering the oceans and seas worldwide, and to deter-
mine from the results whether a limited number of simple
equations applicable to very large areas could give depth
within this accuracy from pressure and latitude only. This
study, carried out by the authors, concluded that a single
equation could account for 80% of worldwide conditions
with an accuracy better than60.8 m. A set of ten alternative
corrective terms could be developed for the other areas, es-
pecially the closed basins, with an accuracy of better than
60.2 m in most cases. The success of this procedure encour-
aged Leroy to attempt to develop equations for the reverse
problem, theZ to P transformation, for which he had pro-
posed an equation in 1968.2 It was found that a single equa-
tion could cover most of the world with an accuracy better
than 68000 Pa, leading for sound speed to errors smaller
than 60.02 m/s. A set of ten different corrective terms, for
the same areas as considered in theP to Z transformation,
was developed, providing an accuracy of the order of62000
Pa. All of these figures are stated on the assumption that the
U83 algorithm to convertP into Z is correct. Both results are
presented here, starting briefly with the simplifiedP to Z
transformation.

I. CONVERSION OF PRESSURE INTO DEPTH

According to Fofonoff and Millard,6 the depthZ in the
ocean is obtained from pressure and latitude by the equation:
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Z5Zs~P,f!1
DD

9.8
, ~1!

which is obtained by solving the hydrostatic equation

E
0

Z

gzf dZ5E
0

P

VTSP dP. ~2!

Here,Zs(P,f) is a universal expression giving depth in what

is called by oceanographers the ‘‘standard ocean’’~an ideal
medium in temperature and salinity withT50 °C and S
535‰!. The termD, called the geopotential anomaly, ac-
counts for the difference in temperature and salinity structure
from the standard ocean.

The complete formulation of F-M forZs(P,f) reads,
when P is expressed in megaPascal~MPa! instead of
decibar:

Zs5
9.726 593102P22.51231021P212.27931024P321.8231027P4

g~f!11.09231024P
, ~3!

whereg(f) is given by the international formula for gravity

g~f!59.780 318~115.278831023 sin2 f22.3631025 sin4 f!. ~4!

Although any personal computer can easily handle such calculations, it can be of interest to note that the following
simplified formulation gives departures smaller than60.03 m in all situations:

Zs~P,f!5
9.72663102P22.51231021P212.2831024P321.831027P4

9.7803~115.331023 sin2 f!11.131024P
. ~5!

This formula was used in the deep vehicle localization prob-
lem, where the final accuracy desired was only61 m.

We shall call corrective term proper to an areai the
quantityd f i5DD/9.8, and rewrite Eq.~1! as

Z5 f ~P,f!1d f i ~Z! ~6!

with f (P,f)[Zs(P,f), given by Eqs.~3! plus ~4! or Eq.
~5!.

The geopotential anomaly is given throughDD
5*0

Pd(T,S,P)dP. The orderT, S, P has been chosen in
place of the more usualS, T, P, in order to be consistent
with the common use in underwater acoustics and in data
banks for temperature and salinity. In practice, the integral
for DD is replaced by a summation over a number of layers
where the quantityd, called the specific volume anomaly, is
considered to be constant.d(TS,P) is given by:d(T,S,P)
5V(T,S,P)2V(0,35,P) whereV is specific volume.

The method of calculatingd(T,S,P) is fully explained
in Ref. 6, Part 3 and will not be repeated here. We mention
only that the algorithm contains polynomial developments
that use 45 coefficients and constants, each with 4–9 signifi-
cant figures. This method has been programmed and applied
with a number ofT andS profiles covering the world oceans.
Various questions had to be examined regarding the justifi-
cation for using smoothed profiles such as those given by
data banks like that of Levitus1 or oceanographic atlases, the
effect of sampling, that of seasonal variations, etc. The first
problem to solve was the transformation of the profiles given
in depth into profiles in pressure. This was done by using the
simplified equation of the formP5P(Z,f) proposed in
1978 by Lovett.3 The use of this equation was preferred to
that of Leroy2 after a preliminary investigation. It was then
found, for the purpose of achieving an accuracy ‘‘better than
61 m,’’ that the sampling used in Levitus1 ~with Z trans-
formed into P! was totally satisfactory: the difference be-

tween the values ofZ obtained when using this sampling,
and those obtained from various enriched profiles, derived
from the original one by inserting points through interpola-
tions on fourth degree Newton polynomials, was smaller
than 60.05 m. As for the seasonal variations and the
smoothing~comparison with the use of detailed measured
profiles!, these never led to errors greater than60.1 m at
depth in the worst cases.

The results of the study in the open oceans are expressed
by the equation

d f 0~P!5P/~P11!15.731022P. ~7!

This equation was found to represent all open oceans situa-
tions within better than60.8 m with two exceptions:~i! the
North Eastern Atlantic area between 30° and 35 °N, for
which a separate equationd f 1(P) is given in Table I, and~ii !
circumpolar waters around the Antarctic. In that case, an-
other equationd f 2(P), also given in Table I, was found to
give an accuracy better than60.01 m at various places for
latitudes higher than 50 °S. However, the intermediate wa-
ters between the Antarctic ones and the common South At-
lantic, Indian, and Pacific Oceans cannot be described with
one single equation, and this is a unique particular case.

All closed basins were subsequently examined sytemati-
cally, and a total set of 9 further simple equations ford f i(P)
was found capable of covering all of them, with an accuracy
better than60.2 m in most cases. All of these equations are
presented in Table I. More comments about those basins will
be given in the next chapter when considering the depth to
pressure conversion.

II. CONVERSION OF DEPTH INTO PRESSURE

Since it was found in the study of the pressure to depth
conversion by simple formulas that solutions of the form of
Eq. ~6! could give accuracies from60.8 to 60.1 m, it was
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though that corresponding accuracies, viz., always better
than 68000 Pa, could be obtained by reversing theP to Z
algorithm.

A global reversal of Eq.~6! was judged inappropriate
because it would have led to a formulation with corrective
terms to be applied prior to use the equation reversing that
for depth in the standard ocean. Instead, solutions of the
form Pi(Z,f)5h(Z,f)2dhi(Z) @h(Z,f) reversingf (P,f)
anddhi being positive# were sought. It was obvious from the
previous study that these corrective terms would follow the
same geographical distribution as thed f i of Table I.

The inversion of the equation givingZ from P andf in
the standard ocean@Eq. ~2! plus ~3! from F-M# was carried
out by calculating a fourth degree Newton polynomial join-
ing 5 (P,Z) doublets for latitude 45°, withZ between 0 and
8000 m. This provided an equation forh(Z,45), whose co-
efficients were simplified by trial and error until an accept-
able form was found to fit the whole range 0–11 000 m. To
account for latitude, intuition suggested a formh(Z,f)
5h(Z,45)3(g(f)2aZ)/(g(45)2aZ). It was considered
that the use of the complete equation for gravity was not
necessary and that a simpler one like in Eq.~5! could be
sufficient. Finally, the following equation was adopted.

h~Z,f!5h~Z,45!3k~Z,f!, ~8!

with, Z being in meters andP in megaPascal,

h~Z,45!51.008 1831022Z12.46531028Z221.25

310213Z312.8310219Z4, ~9!

k~Z,f!5~g~f!2231025Z!/~9.806 122231025Z!,
~10!

g~f!50.7803~115.331023 sin2 f!. ~11!

The accuracy of Eqs.~8!–~11! was checked to be within
6500 Pa over the entire range of possibilities for depth and
latitude by systematic computer calculations. Depth was cal-
culated from pressure using the complete formulation given
by Eqs.~3! plus ~4!, and pressure calculated back from the
obtained depth through Eqs.~8!–~11!.

The calculation of the various corrective terms was per-
formed by an iterative process in order to ensure maximum
accuracy.

In the open oceans between latitudes 60° N and 40° S
one single corrective term can be adopted, which reads

dh0~Z!50.8Z/~Z1100!16.231026Z. ~12!

The other corrective terms are given in Table II.
Figure 1 gives the results for the open oceans. The in-

vestigation was extended to the greatest depths and not lim-
ited to 8000 m as in the ROV problem. Figure 2 gives the
results for the closed basins. Figure 2~a! is drawn with the
same horizontal scale as Fig. 1, with the three curves corre-
sponding to the common open oceans for comparison. The
correction for the Sea of Japan remains within the68000 Pa
of Eq. ~12!, but the separate more precise equation given in
Table II can be used if desired. The Arctic Ocean and the
Red Sea do not require corrective terms, the former because
its characteristics are close to those of the standard ocean,
and the latter because it is not deep enough for the geopo-
tential anomaly to be significant. For the Mediterranean, the
corrective term has a different sign from the others, and a
second degree equation is needed for accuracy. Figure 2~b!,
drawn with a different scale, presents the results for Indone-
sian closed basins. These are very numerous and information
about them may be found for example in Ref. 7. It was
found, as in the reverse problem, that except for the basins
specifically mentioned in Fig. 2~b! and Table II, the correc-
tive terms can be approximated by Eq.~12!. The Sulu Sea
needs a quite different correction, as already pointed out by
Lovett3 who claimed that it as the third most irregular case in
the world, after the Baltic and the Black Sea. These two last
exceptional cases, with low-saline water, are illustrated in
Fig. 2~c!, with again a different scale.

TABLE I. Corrective termsd f i(P) to be added to Eqs.~3!–~4! or Eq. ~5! for obtaining depthZ(in m) from
pressureP ~in MPa! in the various areas of the world.

No. Area of applicability Latitude Expression ford f i(P) Accuracy~6m!

0 Common oceans between
60° N and 40° S

as
appropriate

P/(P11)15.731022P 0.8

1 North Eastern Atlantic id~30–35°! P/(P12)1331022P 0.3
2 Circumpolar Antarctic

waters
as

appropriate
431022P2231024P2 0.1

3 Mediterranean Sea id 2731022P1231023P2 0.2
4 Red Sea id None 0.2
5 Arctic ocean id None 0.1
6 Sea of Japan id ~a! 631022P 0.1

~b! d f 0(P) 0.8
7 Sulu Sea 8° 0.9P/(P11)10.17P

1731024P2
0.2

8 Halmahera basin 0° 0.8P/(P10.5)10.125P 0.1
9 Celebes basin

Weber deep
4°
6°

1.2P/(P11)16.731022P
12.231024P2

0.4

10 Black Sea 43° 1.1P 0.1
11 Baltic Sea 60° 1.8P 0.1
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III. DISCUSSION

A. Pressure to depth conversion

A simple formulation giving depth as a function of pres-
sure and latitude was given in the instruction manual of
Bisset-Berman.8 It reads

Z5
9.7512P

115.331023 sin2 f
22.0731024P2

with Z in m andP in kg/cm2 above atmospheric. The results
obtained from this equation are higher by10.1–14 m than
those given by Eqs.~8!–~11! without the corrective term,
i.e., for the standard ocean. If the Bisset-Berman equation is
considered to be applicable to the real common oceans, then
it gives results that are lower than Eqs.~8!–~11! completed
by the corrective term given in Eq.~12!, the difference lying
between21 to 24.5 m.

As more simplified equations to calculate pressureP
from depthZ have been proposed, useful comparisons can be
made by examining the reverse problem.

B. Depth to pressure conversion

The conversion of depth to pressure has been the subject
of several publications. The first simple equation seems to
have been proposed by Leroy2 in 1968, for the purpose of
calculating sound speed. The basic equation was applicable
to the main oceans and reads for pressure above atmospheric:

P50.102 506~115.2831023 sin2 f!Z12.524

31027Z2 ~13!

with P in kg/cm2. Simple modified versions without the
gravity term were proposed for the Black Sea and the Baltic
Sea~the Sulu Sea had been forgotten!. The development of
these equations was carried out by solving

P5E
0

Z

rTSZ gZf dZ ~14!

with linear approximations ofrTSZ and gfZ . The first one
was adjusted from graphs by Bialek9 and a modified expres-
sion of gravity versus depth was used for the second. The
resulting second degree expression inZ was integrated in
closed form, with a third degree term that could be ne-
glected.

Ten years later, in an attempt to revise the Del
Grosso’s10 NRL II equation for the speed of sound in sea
water, Lovett proposed for calculating pressure what he

TABLE II. Corrective termsdhi(Z) to be subtracted from the values given by Eqs.~8!–~11! for obtaining
pressureP ~in MPa! from depthZ ~in m! in the various areas of the world.

No. Area of applicability Latitude Expression fordhi(Z)
Accuracy

(6103 Pa)

0 Common oceans between
60° N and 40° S

as
appropriate

1.031022Z/(Z1100)16.231026Z 8

1 North Eastern Atlantic id~30–35°! 831023Z/(Z1200)14.031026Z 3
2 Circumpolar Antarctic

waters
as

appropriate
831023Z/(Z11000)11.631026Z 1

3 Mediterranean Sea id 28.531026Z11.431029Z2 2
4 Red Sea id None 2
5 Arctic Ocean id None 1
6 Sea of Japan id ~a! 7.831026Z 1

~b! dh0(Z) 8
7 Sulu Sea 8° 1.031022Z/(Z1100)11.631025Z

11.031029Z2
,1

8 Halmahera basin 0° 831023Z/(Z150)11.331025Z ,1
9 Celebes basin

Weber deep
4°
6°

1.231022Z/(Z1100)17.031026Z
12.5310210Z2

2

10 Black Sea 43° 1.1331024Z 1
11 Baltic Sea 60° 1.831024Z 1

FIG. 1. Pressure correctionsDP5dhi(Z) to be subtracted fromh(Z,f) as
given by Eqs.~8!–~11! to account for the geopotential anomalies.~a! Main
oceans:1 Pacific ~Marianna trench!; 3 Pacific ~Kouril trench!; * North
Atlantic ~Puerto Rico trench!; L South Atlantic;h Indian Ocean.~b! Spe-
cial cases:1 and3 North-East Atlantic;h Antarctic circumpolar water.
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called a ‘‘modified version of Leroy’s simplified equation’’
~Ref. 3, p. 1716!. This reads, withP in dbar:

P51.005 240 5~115.2831023 sin2 f!Z12.36

31026Z2. ~15!

The conversion of Leroy’s equation to use dbar instead of
kg/cm2 gives, in fact, exactly the same figures for the first
degree term, and only the coefficient of the second degree
term is different~2.47531026 instead of 2.3631026).

In a paper published in 1981 Mackenzie11 pointed out
that most authors of publications about sound propagation
did not mention the method they had employed to obtain
pressure from depth in the unavoidable calculation of sound
speed. He himself did not propose equations but employed a
development that had long been used by oceanographers12–14

based upon the resolution of Eq.~14! by summation over
homogeneous layers. This method is summarized in Appen-

dix A of Ref. 11, which gives all the necessary coefficients,
but requires the introduction ofT andS profiles.

A simplified equation to calculate pressure from depth
and latitude was presented in 1982 by Siess4 in an unpub-
lished communication. WithP in dbar it reads:

P51.0082Z~122.6431023 cos 2f12.4531026Z!.

This equation in fact concerns the standard ocean, but Siess
had compared it with that of Leroy for the common oceans.
Purely by accident these two equations do not much differ
once Leroy’s is reformulated to use decibars and cos 2f in-
stead of sin2 f. This is why Leroy, in a review of sound
speed in ‘‘Neptunian’’ waters written in 1988,5 adopted
without further investigation a compromise between his 1968
equation and that of Siess. It reads, withP in dbar:

P51.008Z~122.6431023 cos 2f12.4531026Z!

which, for comparison with Eq.~15!, can be reformulated as

P51.005 34~115.29431023 sin2 f!Z12.46

31026Z2.

C. Comparison of the results

The differencedP between the pressure calculated by
the present Eqs.~8!–~11! taken as the reference, and those
obtained from the equations of Leroy~1968!, Lovett, Bisset-
Berman~inverted!, and Siess are illustrated in Fig. 3 for a
latitude of 45°. Figure 3~a! corresponds to the common
oceans situation, with the corrective term of Eq.~12!. Figure
3~b! gives the differences obtained when Eqs.~8!–~11! are

FIG. 2. Pressure correctionsDP5dhi(Z) to be subtracted fromh(Z,f) to
account for the geopotential anomalies in the closed basins.~a! Miscella-
neous:1 Mediterranean Sea;3 Red Sea;L Sea of Japan;h Arctic Ocean.
~b! Indonesian basins:1 Sulu Sea;3 Halmahera basin;L Weber deep;h
Celebes basin.~c! Low saline basins:1 Black Sea;3 Baltic Sea.

FIG. 3. DifferencesdP between pressure given by various equations and
the present one@Eqs. ~8!–~11!#. ~a! With the corrective term for common
oceans.~b! Without the corrective term. 1—Leroy 1968~Ref. 2!; 2—Bisset-
Berman inverted~Ref. 8!; 3—Lovett ~Ref. 3!; 4—Siess~Ref. 4!.
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applied without the corrective term, i.e., for the standard
ocean. One can observe that there exists a definite discrep-
ancy between the new equation and the simplified previous
ones, in particular those of Leroy and Siess. This deserved
more investigation.

We found that Siess had carried out his mathematical
development in small quantities up to the third degree inZ,
but had deliberately neglected the last term in his numerical
application because it gave an accuracy of 0.2% which was
considered sufficient for the computation of sound speed. By
calculating and adding this last term, and by using one more
significant figure in the coefficients of the previous ones, the
equation of Siess can be reformulated, withP in dbar, as

P51.008 18Z~122.6431023 cos 2f12.45331026Z

21.3310211Z2!. ~16!

The results given by this modified equation are in much
better agreement with those of our present equations@Eqs.
~8!–~11!# for the standard ocean: the maximum differences
between the calculated pressures are reduced from 1.4
3105 Pa to623103 Pa only at depth for all latitudes. As
for Leroy’s 1968 equation~developed in greater detail in a
SACLANTCEN Report,15 we discovered that its second de-
gree term was extremely sensitive to the two simple linear
aproximations used for density and gravity. The fit to the
Bialek’s data made in Ref. 2, Fig. 1, p. 652 reads, with
density in g/cm8: r(Z)51.002 7412.431026Z. If we adopt
instead the lawr(Z)51.002812.331026Z, not much dif-
ference can be seen of the figure! If, in addition, we use for
the gradient of gravity with depth the classical value 2.2
31026 ~instead of 2.431026) the second degree term of
Leroy, for P in dbar, becomes 2.36731026Z, which differs
from the original formulation~2.47531026Z as seen above!,
and is much closer to that adopted by Lovett in Eq.~15!. In
all, we can conclude that the disagreements between the
present equations and the original equations of Leroy and
Siess are now fully explained.

To improve the motivation for publishing the present
discussion we have compared our results with the various
data presented by Mackenzie in his 1981 publication.11 In
Table AI, page 810, values of pressure versus depth in the
Marianna trench are given down to 10 916 m. Equations~8!–
~11! used with the common ocean corrective term gives, after
transformation for units, the same values within
60.05 kg/cm2. Table I, page 809 in the same reference, pre-
sents a set of data from 15 locations covering the world, used
by Mackenzie to establish the average variation of pressure
with depth for building his proposed equation for sound
speed. In this case the data are values of depth as a function
of pressure. They have been compared with the results ob-
tained from Eqs.~5!–~7! presented in Chapter I for the re-
verse problem and found in good agreement~better than
60.9 m!, but with one exception:~Point C! south of Alaska,
where an unexpected departure of 1.6 m is observed. As the
T andS profiles used by Mackenzie were not given, and as
his calculation was based on less recent algorithms the ob-
serve differences may be understandable.

A final comment needs to be made about the exactness
of the data used in this development to assess the accuracy
claimed. The first concerns the equation of state of sea water,
which needs to be exact, and the second concerns the
oceanographic data. On that subject, a question that could be
raised is the transformation of pressure into depth when the
original measurements used for establishing the data banks
had used pressure. Was theP to Z conversion, including the
latitude effect, properly made? It would be worth investigat-
ing this point, but we think, considering the intermediate
steps of our computation, that the errors introduced would
most probably be of second order. To summarize, the set of
corrective termsdhi(Z) or d f i(P) should not suffer from
substantial errors, and little improvement could be expected
from further work. The main terms for the standard ocean
could easily be modified if a new equation of state were
proved to be significantly more accurate.

IV. CONCLUSION

Based on the algorithm of Fofonoff and Millard
~UNESCO 83!, a simplified formulation for use in ocean
engineering has been developed for converting pressure into
depth in oceans and seas. Its general expression is:

Z5 f ~P,f!1d f i~P!,

where f (P,f) stands for the standard ocean andd f i(P) is a
simple corrective term applicable to a particular area. One
main term can cover 80% of the world conditions, found in
open oceans, with an accuracy better than60.8 m. Ten al-
ternative terms are provided for special cases, including all
closed basins, with accuracies better than60.2 m in most
applications. This method enables to calculate depth within
always better than61 m from pressure and latitude only,
without having to perform XBT measurements or use data
banks. The proper corrective termd f i(P) is selected accord-
ing to the surveyed area.

Equations to obtain pressure from depth, for use in cal-
culating sound speed, have been developed from the inver-
sion of theZ(P,f) equation for the standard ocean and cal-
culations proper to the various areas studied in the previous
section have been made. The general formulation is

P5h~Z,f!2dhi~Z!,

where h(Z,f) is given by the set of equations@Eqs. ~8!–
~11!# and thedhi(Z) are given by Table II. The equations
provide worldwide coverage with overall accuracies between
6500 Pa and68000 Pa. This corresponds to errors lower
than60.02 m/s when calculating sound speed, which is ap-
propriate with an accurate equation like that of Del Grosso.10

It is believed, under the assumption that the Fofonoff and
Millard algorithm for calculating pressure is exact, that the
previous simplified equations giving pressure versus depth,
like Leroy’s in particular and even Lovett’s, should now be
abandoned.
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Large differences in the ultrasonic velocity of the solid and liquid phases of semiconductors have
stimulated an interest in the use of laser ultrasonic methods for locating and characterizing solid–
liquid interfaces during single crystal growth. A previously developed two-dimensional ray tracing
analysis has been generalized and used to investigate three-dimensional ultrasonic propagation
across solid–liquid interfaces in cylindrical bodies where the receiver is located at an arbitrary
position relative to the source. Numerical simulations of ultrasonic ray paths, wavefronts, and time
of flight have indicated that ultrasonic sensing in the diametral plane is a preferred sensing
configuration since the transmitted, reflected, and refracted rays all propagate in this plane,
significantly simplifying analysis of the results. While other sensing configurations can also provide
information about solid–liquid interfaces, they require a more complicated analysis because the
planes in which reflected and refracted rays propagate are not knowna priori, and fewer ray paths
are accessible for interface interrogation because of large refractions. ©1998 Acoustical Society
of America.@S0001-4966~98!00203-3#

PACS numbers: 43.35.Bf@HEB#

INTRODUCTION

The Bridgman growth of single crystal semiconductor
materials with low thermal conductivity often results in poor
crystal quality and a low yield of useful wafers for micro-
electronic, optoelectronic, or infrared detector
applications.1–6 The crystal quality is thought to be largely
controlled by the velocity and curvature of the solid–liquid
interface during the growth process. The best crystal quality
usually results from a planar or slightly convex interface
shape that propagates at a uniform slow rate along the axis of
the boule. Thus sensing and control of the solid–liquid inter-
face during crystal growth appears to be a key step toward
improving crystal quality. In most systems of interest, large
decreases in ultrasonic velocity accompany melting. The
large difference in the ultrasonic velocity between the solid
and the liquid phases of most semiconductor materials, to-
gether with the recent emergence of noninvasive laser ultra-
sonics, have stimulated an interest in using ultrasonics to
monitoring solid–liquid interfaces during single crystal
growth.7–9

In previous work,10 the severe ray bending associated
with the large velocity change at liquid–solid interfaces has
been shown to require a detailed ray tracing analysis to use
ultrasonic time of flight~TOF! projection data for character-
izing a solid–liquid interface. Using a two-dimensional
analysis, a detailed study of ray paths, wavefronts, and TOF
of ultrasound signals propagating on either the transverse or
diametral planes of liquid single crystal solid bodies was
reported. Numerical simulations indicated that the magnitude
and direction of the group velocity, the solid–liquid velocity
ratio, and the curvature of the interface together controlled

the ray bending behavior, and thus determined ultrasonic
paths across the interface. These theoretical studies indicated
that when the ray paths through an interface could be com-
puted, the interface location and curvature could be recon-
structed from sparse ultrasonic TOF data collected on the
diametral plane. Laser ultrasonic experiments conducted on
benchtop models have recently confirmed that the interface
location and curvature can indeed be reconstructed from the
measured TOF data using a simple nonlinear least squares
algorithm, an axisymmetric interface model, and the ray trac-
ing algorithm, developed in Ref. 10.11

The sensor configurations explored to date have been
constrained by our limited understanding of wave propaga-
tion at anisotropic solid–liquid interfaces. The availability of
only 2-D wave propagation algorithms required the place-
ment of sources and receivers on the transverse or diametral
plane where both the transmitted and refracted rays must
propagate. Here, we generalize the 2-D wave propagation
analysis to 3-D, and allow the receiver to be located at arbi-
trary positions relative to the source. Similar to our previous
work10 we study only the~fastest! quasilongitudinal wave
mode. The diffracted rays have been studied in our previous
work. We employ a matrix/vector approach for the 3-D ray
tracing analysis that has previously been developed for iso-
tropic materials.12 The key step in analyzing the 3-D wave
propagation in anisotropic materials is shown to be the de-
termination of the usually unknown plane in which both the
reflected and transmitted rays propagate. With this plane de-
termined, the procedure for constructing elastic stiffness ten-
sors and the Christoffel equations that govern wave propa-
tion velocity in the local coordinate systems of the interface
then become the same as the 2-D case.10 Numerical simula-
tions of ray paths, wavefronts, and TOF are presented for
both convex and concave interface shapes with the ultrasonic
source/receiver located either above or below the interface. It

a!Now at Southwest Research Institute, NDE Science and Technology Divi-
sion, 6220 Culebra Road, San Antonio, TX 78228-0510.
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will be shown that rays traveling in nondiametral planes can
be used for interface sensing. However, because the plane in
which the reflected and transmitted rays propagate is not
known beforehand~and needs to be determined at each in-
tersection point of the ray path with the interface!, analysis
of TOF data is considerably more complex. When diametral
plane access is available, it appears to be the preferred ap-
proach for sensing axisymmetric interfaces.

I. RAY PATH ANALYSIS

Consider a circular crystal cylinder of radiusR ~Fig. 1!.
The axis of the cylinder is chosen to coincide with thex3

axis of our coordinate system. Following Shah12 the outer
boundary surface of the cylinder,fc , can be expressed as:

fc5xTAcx2cc50, ~1!

wherex5(x1 ,x2 ,x3), and

Ac5F 1 0 0

0 1 0

0 0 0
G , cc5R2. ~2!

We assume that the solid–liquid interface is a spherical
cap with a radius,Rc , centered on thex3 axis. The intersec-
tion of the solid–liquid interface and the cylinder lies in the
x12x2 plane. Thus the interface is symmetric with respect to
both thex12x3 and thex22x3 planes. The interface,fs ,
can be expressed as:

fs5xTAsx1Bs
Tx1cs50, ~3!

where

As5F 1 0 0

0 1 0

0 0 1
G . ~4!

For convex interfaces,

Bs5F 0
0

2~Rc2h!
G , cs5h222Rch, h.0. ~5!

For concave interfaces,

Bs5F 0
0

22~Rc1h!
G , cs5h212Rch, h,0. ~6!

In Eqs. ~5! and ~6!, h defines the interface convexity
~Fig. 1!. The interface is flat whenh50(cs50). In terms of
the cylinder radius,R, and the convex interface convexity,
h, the interface radius of curvatureRc , can be expressed as:

Rc5
R21h2

2h
. ~7!

We letS be a prescribed source point, andl be the initial
ray direction vector pointing from the source point,S. P1 and
P2 are then the first and the second intersection points of a
general ray path propagating through the interface to a re-
ceiver pointR; t1 and r1 are then the transmitted and re-
flected ray direction vectors atP1 , while t2 is the transmitted
ray direction vector atP2 . Thus

P15S1L1l, ~8!

whereL1 is the distance fromS to P1 .
SinceP1 is on the interface, it satisfies Eq.~3!:

P1
TAsP11Bs

TP11cs50. ~9!

Substituting Eq.~8! into Eq. ~9! yields

L1
2~ lTAsl!1L1~2STAsl1Bs

Tl!1~STAsS1Bs
TS1cs!50. ~10!

Equation~10! yields two roots forL1 . When both roots
are complex, the ray path does not intersect the interface;
when both roots are real and positive the smaller one is the
correct solution forL1 ; when one root is positive and the
other is negative, the positive one is the solution forL1 ~the
negative root is for the ray traveling in the opposite direction
with respect tol!; when both roots are real and negative, then
the ray travels away from the interface~it does not intersect
the interface!.

The normal,N15(n1 ,n2 ,n3), at P1 to the interface can
be obtained from the gradient of the interface:

N15
¹fs

A~¹fs!
T~¹fs!

, ~11!

where

¹fs52AsP11Bs ~12!

is the gradient of the interface atP1 . The normal of the
interface,N1 , is chosen such that it always points into the
liquid (n3.0).

The incident anglea in1 at P1 to the interface can now be
expressed as:

cosa in152 l–N1 . ~13!

To determine the plane in which reflected and transmit-
ted rays propagate, we notice that when a ray is incident
upon an interface, both the reflected and transmitted rays

FIG. 1. An illustration of 3-D ray tracing in a single crystal solid–liquid
body.
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propagate in the plane defined by the incident vector,l, and
the normal to the interface,N1 , at the intersection point
P1 .13–19 If r is an arbitrary vector in the plane, this plane is
given as:

~r2P1!•~ l3N1!50, ~14!

where (l3N1) is the normal to the plane atP1 .
To determine the reflected and transmitted ray paths

emitting fromP1 and propagating in the plane defined by Eq.
~14!, we first need to determine an expression for the stiff-
ness tensor in the plane. We introduce a local coordinate
system (x18 ,x28 ,x38) in which thex28 axis is in theN1 direc-
tion, thex38 axis is in the (l3N1) direction, and thex18 axis is
in the direction defined by@N13( l3N1)# which is tangential
to the interface. Using the directional cosines between
(x1 ,x2 ,x3) and (x18 ,x28 ,x38) the expression of the stiffness
tensor in the local (x18 ,x28 ,x38) coordinate system can now be
obtained following the procedure described by Auld.10,15

Knowing the plane in which the incident, reflected, and
transmitted rays propagate and the expression of the elastic
stiffness tensor in the local (x18 ,x28 ,x38) coordinate system,
the problem of determining the reflected and transmitted ray
paths becomes 2-D, and can thus be solved using the proce-
dures described in a previous publication.10

When the source point is in the liquid, the direction vec-
tors of the transmitted rays in the solid,t1 , and reflected rays
in the liquid, r1 , can be shown to be

t15
ng

n l
l1Fng

n l
cos~a in1!2cos~a tr1!GN, ~15!

r15 l12 cos~a in1!N1 , ~16!

wherevg is the magnitude of the group velocity in the solid,
a tr1 is the refraction angle in the solid, Fig. 1. When the
source point is in the solid, all rays intersecting the interface
are transmitted into the liquid due to the smaller liquid ve-
locity and the smaller refraction angle. The refraction direc-
tion vector in the liquid in this case is:

t15
n l

ng
l2F n l

ng
cos~a in1!2cos~a tr1!GN1 . ~17!

For a convex interface and a source point above the
interface, a transmitted ray path may intersect the interface
again atP2 ; the pointP2 is obtained in exactly the same way
as P1 . This type of ray is called a doubly transmitted ray.
When the source point is below a concave interface, there is
only one intersection point on the solid–liquid interface due
to the interface curvature and the smaller refraction angle in
the liquid resulting from the smaller liquid velocity. The ray
with a single intersection point on the interface is called sin-
gly transmitted ray. Usingt1 andr1 , the second intersection
point P2 and the reflected ray pointR leaving P1 can be
written as

FIG. 2. Ray paths for a convex interface,h515 mm, s3515 mm. ~a! Re-
flected ray paths;~b! singly transmitted ray paths;~c! doubly transmitted ray
paths.

FIG. 3. Transmitted ray paths for a convex interface,h515 mm, s35
215 mm. ~a! The viewing direction is parallel to thex1 axis; ~b! the view-
ing direction is parallel to thex2 axis.
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P25P11L2t1 , R5P11LRr1 , ~18!

whereL2 is the distance fromP1 to P2 , LR is the length of
the reflected ray leavingP1 .

When there is a second intersection pointP2 , the direc-
tion vectort2 for the transmitted ray atP2 is

t25
n l

ng
t12F n l

ng
cos~a in2!2cos~a tr2!GN2 , ~19!

wherea in2 anda tr2 are the angles of the incident and trans-
mitted rays,N2 is the normal to the interface atP2 , Fig. 1.
All rays eventually intersect the cylinder atP3 . The distance
betweenP2 andP3 when there is a second intersection point
on the solid–liquid interface, or betweenP1 and P3 when
there is no second intersection point, can be solved by sub-
stituting eitherP2 or P1 into Eq. ~9! where As and cs are
replaced byAc andcc in Eq. ~2!, andBs is set to be zero. The
reflected ray path is then given byS, P1 , and R, and the
singly transmitted ray path byS, P1 , P3 , while the doubly
transmitted ray path is given byS, P1 , P2 , andP3 .

II. NUMERICAL IMPLEMENTATION

To numerically simulate wave propagation we use the
material constants of germanium~Ge! because its elastic
constants as functions of temperature are available for both
the solid and the liquid. The analysis can easily be extended
to any anisotropic material~cubic or noncubic! with known
elastic properties. We use the values of elastic stiffness con-
stants,ci j , of Ge at 900 °C~Ref. 20! to represent the solid.

c115108.45 GPa, c125108.45 GPa,
~20!

c445108.45 GPa.

At this temperature the solid densityr55.26 g/cm3.21 The
sound velocity in the liquid~at a temperature just above the
Ge melting temperature of 937 °C! is taken to be 2.71
mm/ms.22 In all casesR537.5 mm.

To analyze a representative convex interface shape, we
take h515 mm. For a source point above the interface at
(0,2R,15 mm), Fig. 2~a!, ~b!, and ~c! shows reflected, sin-
gly transmitted, and doubly transmitted ray paths. When the
initial ray directions,l, are in the diametral plane, all ray
paths remain in the plane. When the initial ray directions are
not in the diametral plane the reflected and transmitted rays
travel away from the diametral plane. This arises because
when the source point is in the liquid, the convex liquid–
solid interface acts as a divergent lens to ray paths~see Fig.
6 of Ref. 10 for rays traveling in the 2-D transverse plane of
a liquid cylinder containing a solid core!. Notice that most
forward propagating doubly transmitted ray paths are in the
diametral plane with a narrow incident angle region; the dou-
bly transmitted rays that do not propagate in the diametral
plane propagate backward due to severe ray bending.

The singly transmitted ray paths for the same convex
interface but with a source located below the interface at
(0,2R,215) are shown in Fig. 3~a! and ~b!. For this con-
figuration, all rays that intersect the interface are refracted
into the liquid due to the smaller liquid velocity. No doubly

FIG. 4. Ray paths for a concave interface,h5215 mm, s3515 mm. ~a!
Reflected ray paths; the viewing direction is parallel to thex1 axis; ~b!
reflected ray paths; the viewing direction is parallel to thex2 axis; ~c! trans-
mitted ray paths; the viewing direction is parallel to thex1 axis; ~d! trans-
mitted ray paths; the viewing direction is parallel to thex2 axis.

FIG. 5. Transmitted ray paths for a concave interface,h5215 mm, s35
215 mm. ~a! The viewing direction is parallel to thex1 axis; ~b! the view-
ing direction is parallel to thex2 axis.
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transmitted ray paths exist for this configuration. Rays are
seen to again travel in the diametral plane when the initial
ray direction vector is also in the diametral plane. When the
initial ray directions are not in the diametral plane, the ray
paths are bent by the interface toward the diametral plane,
similar to rays traveling in the transverse plane of a solid
cylinder containing a liquid core~see Fig. 5 of Ref. 10!.

Figure 4~a! and~b! shows reflected and singly transmit-
ted ray paths, for a concave interface withh5215 mm and
a source point above the interface at (0,2R,15 mm). The
reflected ray paths travel toward the diametral plane due to
the interface curvature, while the transmitted ray paths are
bent away from the diametral plane due to the larger refrac-
tion angle in the solid. When the source point is below the
interface at (0,2R,215 mm) @Fig. 5~a! and ~b!# the trans-
mitted ray paths are bent toward the diametral plane due to
the smaller refraction angle in the liquid. There are no dou-

bly transmitted rays since all rays that intersect the interface
are refracted into the liquid due to the smaller refraction
angle in the liquid.

With the ray paths fully analyzed, we can draw several
important conclusions concerning optimal laser ultrasonic
sensing configurations. When the initial ray directions are in
the diametral plane and the interface curvature is symmetric
with respect to the plane, rays always travel in the diametral
plane. Thus the plane in which reflected and transmitted rays
travel is knowna priori and it is straightforward to then
determine the ray path between prescribed source and re-
ceiver points. When the initial ray directions are not in the
diametral plane, the planes in which reflected and transmitted
rays travel are not known beforehand and must be deter-
mined in order to obtain the reflected and transmitted ray
paths. The orientation of the planedepends on the interface
curvature and the incident ray direction vector and is not

FIG. 6. Wavefronts for a convex interface,h515 mm, s3515 mm. ~a! Direct wavefronts;~b! reflected wavefronts;~c! singly transmitted wavefront;~d!
doubly transmitted wavefronts. Thick lines are intersections of wavefronts with either the solid–liquid interface or the ampoule’s cylindrical surface.
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known a priori. The bending of rays occurs near the solid–
liquid interface and, for interface reconstruction purposes,
this is easier to account for in the diametral plane than in
other planes. Thus for ultrasonic characterization of a solid–
liquid interface, positioning the ultrasonic source and re-
ceiver in the diametral plane should always be the prefer-
rable sensor approach. There are no fundamental difficulties
to using ray paths in nondiametral planes for interface sens-
ing; it is just a more complex and time consuming task. In
fact, the very large refractions in nondiametral plane con-
figurations imply a high sensitivity to the exact interface ge-
ometry, and so this off-diametral approach might be pursued
if additional curvature reconstruction accuracy were needed.

III. WAVEFRONT SURFACES

Ultrasonic signals can be detected only at points where
the wavefronts intersect the crystal surface. Wavefronts are
obtained by connecting points along ray paths with the same
traveling time. Here we only show wavefronts for a convex
interface shape,h515 mm, where the source point is above
the interface at (0,2R,15). Figure 6~a! shows the wavefronts
for the direct rays in the liquid. The wavefronts are spherical,
centered at the source point since the liquid velocity is iso-
tropic. Notice that the bottom edge of the wavefront after

20ms of propagation does not touch the interface due to the
screening effect of the interface. Figure 6~b! shows wave-
fronts for the reflected rays that are reflected by the solid–
liquid interface into the liquid region. Notice that the re-
flected wavefront at 10ms intersects the ampoule cylinder at
only two small separate sections. The wavefront for singly
transmitted rays after 10ms propagation is shown in Fig.
6~c!. It has a ridge shaped area below the source, which is
due to the smaller group velocity on the~100! crystal plane
of this cubic material. Due to the high velocity in the solid,
the singly transmitted wavefront at 20ms has propagated out
of the region shown in Fig. 6~c!. The doubly transmitted
wavefronts are shown in Fig. 6~d!. These wavefronts have
larger y values than the corresponding wavefronts for the
reflected rays because the doubly transmitted rays have trav-
eled a significant distance in the solid which has a higher
velocity than the liquid. The relatively thick middle portion
and the thin wings of the wavefronts in Fig. 6~d! indicate that
the region where it is possible to detect the doubly transmit-
ted rays is greater near the diametral plane.

IV. TIME OF FLIGHT PROJECTIONS

To use ultrasonic TOF data for interface characteriza-
tion, we are interested in ray paths that intersect the solid–
liquid interface and thus carry information about the inter-
face. To illustrate, we study the four following situations.

A. A convex interface, h 515 mm, and source point
above interface at „0,2R,15…

Figure 7~a! and ~b! shows the diametral and transverse
plane TOF projection results, respectively. In Fig. 7~b! the
receiver angle,a, corresponds to the angle of deviation from
the diametral plane projected onto the transverse plan~see
Fig. 4 of Ref. 10 for additional details!. The reflected, singly
transmitted, and doubly transmitted signals can all be de-
tected in the diametral plane@Fig. 7~a!#. The TOF data for
the reflected ray paths increase with the vertical receiver po-
sition due to the longer propagation distance and the smaller
liquid velocity. TOF values of both the singly and doubly
transmitted ray paths increase with the vertical distance be-
tween the source and the receiver. The minimum TOF value
for the transmitted ray paths is reached when the receiver
point meets the interface atr 350.

Most doubly transmitted rays travel in the diametral
plane @Fig. 2~c!# therefore a circumferential scan of the re-
ceiver around the crystal cylinder is unlikely to detect doubly
transmitted signals except near the diametral plane. In the
transverse planes reflected and singly transmitted TOF data
increase with reducinguau because of the longer propagation
distance. TOF values for the reflected ray paths increase as
the receiver point is raised. Those for the singly transmitted
ray paths decrease as the receiver point is moved closer to
the interface.

B. A convex interface, h 515 mm, and source point
below interface at „0,2R,215…

Diametral and transverse plane TOF projection data are
shown in Fig. 8~a! and ~b!. These are no doubly transmitted

FIG. 7. Time of flight projection data for a convex interface,h515 mm,
s3515 mm. ~a! Diametral reflected, singly transmitted, and doubly trans-
mitted ray paths as functions of the vertical receiver coordinate,r 3 ; ~b!
circumferential reflected and singly transmitted ray paths as functions of the
receiver anglea.

1358 1358J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 Y. Lu and H. N. G. Wadley: Three-dimensional wave propagation



ray paths as discussed above. In the diametral plane when the
receiver is below the interface, only the TOF for the direct
ray paths can be detected, and its behavior is fully described
by the group velocity on this$100% plane.10 The TOF values
for the transmitted ray paths increase with the vertical re-
ceiver position due to the longer propagation distances and a
smaller liquid velocity. By comparing the diametral TOF
data between Fig. 7~a! and Fig. 8~a! we see that the location
of the convex interface with respect to the source point can
be readily determined by translating the receiver point in the
diametral plane. The transmitted transverse plane TOF data
are similar to those of Fig. 7~b! when the source is above the
interface but the TOF values are smaller.

C. A concave interface, h 5215 mm, and source
point above the interface at „0,2R,15…

Diametral and transverse plane TOF projection data are
shown in Fig. 9~a! and ~b!. The diametral reflected rays can
be detected only whenr 3.s3 due to the interface curvature
@Fig. 4~a!# while the transmitted rays can be detected only
when r 3,215 mm due to the large refraction angle in the
solid @Fig. 4~b!#. However, except for the rays in the diamet-
ral plane, the transmitted rays intersect the outer sample sur-
face well below the interface~due to the interfaces curva-
ture!, and so only the circumferential TOF data for reflected

rays are shown in Fig. 9~b!. They have a steep hump near
a50. It is clear by comparing Fig. 7 with Fig. 9 that the
interface is convexity, or concave can be easily determined
either from the diametral or circumferential TOF data.

D. A concave interface, h 5215 mm, and source point
below interface at „0,2R,215…

Diametral and transverse plane TOF projection data are
shown in Fig. 10~a! and~b!. The diametral plane TOF for the
direct ray paths can be detected only whenr 3.s3 , due again
to the screening effect of the interface. The diametral TOF of
transmitted ray paths can be detected only whenr 3

.36 mm because of the smaller refracted angle in the liquid
@Fig. 5~a!#. By comparing the diametral TOF data in Figs.
8~a! and 10~a!, we see again that the interface convexity can
be determined from the diametral TOF data alone due to the
different functional behavior of the projection data sets at
a50.

In Fig. 10~b! the maximum in the TOF data for the di-
rect ray paths is caused by the anisotrophy of the solid ve-
locity and the change in ray propagation distance as rays are
swept from the2x1 to the x2 direction ~Fig. 1!. The small
differences in ther 35220 and 230 mm data are also a
consequence of the solid velocity anisotrophy. By comparing
Fig. 10~b! with Fig. 8~b!, it can again be seen that the inter-
face convexity can be determined from transverse plane pro-
jections when the source point is below the interface.

FIG. 8. Time of flight projection data for a convex interface,h515 mm,
s35215 mm.~a! Direct and singly transmitted ray paths as functions of the
vertical receiver coordinate,r 3 ; ~b! singly transmitted ray paths as functions
of the receiver anglea.

FIG. 9. Time of flight projection data for a concave interface,
h5215 mm,s3515 mm.~a! Diametral reflected and singly transmitted ray
paths as functions of the vertical receiver coordinate,r 3 ; ~b! reflected ray
paths as functions of the receiver anglea.
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An inspection of TOF data in Figs. 7, 8, 9, and 10 also
indicates that a greater diversity of ray paths~i.e., reflected,
singly/doubly transmitted! can be detected near the interface
in the diametral plane than in other nondiametral planes, in-
dicating again that ultrasonic sensing in the diametral plane
is likely to be the preferred sensing configuration.

V. CONCLUSIONS

A method has been developed for the calculation of
three-dimensional ray paths, wavefront shapes, and TOF val-
ues during ultrasonic propagation through cylindrical single
crystal solid–liquid bodies. It has been demonstrated that
both the interface location and convexity strongly influence
ultrasonic TOF projection data. Positioning sensors near the
diametral plane is the preferred sensing configuration for
solid–liquid interface sensing because:~1! the plane in
which reflected and transmitted rays propagate is known be-
forehand; and~2! more ray paths~reflected, transmitted, etc.!
are available in this plane for interface reconstruction pur-
poses. There is no fundamental difficulty in using ray paths
in other nondiametral planes; it is just more complicated and
fewer ray paths are available for interface reconstruction.
The TOF projection data and different interface curvatures
are distinctively different for different interface curvatures,

providing a promising real time direct method for solid–
liquid interface characterization during the vertical Bridgman
single crystal growth.
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Ultrasonic propagation in metal powder-viscous liquid
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The need to measure the volume fraction of metal powder during the slurry casting synthesis of
metal matrix composites has stimulated a new interest in ultrasonic propagation in metal
powder-viscous liquid suspensions. Using model slurries, a systematic series of ultrasonic tests have
been conducted to experimentally identify the frequency dependent relationships between ultrasonic
velocity/attenuation and the particle volume fraction, the suspending liquid’s viscosity and the
particle’s shape. For slurries with the compositions and viscosities typical of those used in slurry
casting, the velocity decreases and the attenuation increases with particle fraction. The data have
been compared to predictions of the Harker–Temple hydrodynamic model for these systems. The
velocity measurements were well predicted by the model with a difference between measured and
predicted velocities of about 0.25%. The ultrasonic attenuation was underpredicted by this model in
part by its use of a rule of mixtures and by its failure to incorporate the intrinsic absorption/
scattering within the powder phase. ©1998 Acoustical Society of America.
@S0001-4966~98!01003-0#

PACS numbers: 43.35.Bf@HEB#

INTRODUCTION

Metal matrix composites~MMCs! consisting of light,
high melting temperature metals~such as titanium! rein-
forced with stiff, strong SiC or Al2O3 fibers are expanding
the limits of engineering design.1 They allow the synthesis of
aerospace components with property profiles~i.e., combina-
tions of specific modulus, strength, toughness, and creep rup-
ture strength, etc.! that are unchievable with monolithic
metal alloys or ceramics.2 However, the insertion of these
materials into many applications has been hindered by the
limitations of current processing technologies which must
avoid the aggressive chemical reactions between constituents
that can lead to fiber-matrix interface damage, fiber dissolu-
tion, and a degradation of matrix and fiber properties.3–7 The
recent emergence of a continuous slurry~tape! casting
technique8–10 now promises a low cost, solid state synthesis
route for MMC manufacture that completely eliminates liq-
uid metal-ceramic fiber contact.

The attributes of the finished composite components fab-
ricated using a slurry casting technique depend strongly on
the characteristics of the initial slurry system. Thus particle
volume fraction, particle size distribution, slurry viscosity,
and slurry homogeneity can all affect macro-, meso-, and
microscopic characteristics of composite components. For
instance, a high particle loading in the slurry beneficially
reduces macro-shape change during subsequent hot isostatic
pressing, but at the expense of an increased slurry viscosity
which decreases slurry infiltration of the fiber mat and results
in the touching of fibers in completed components. Because
local variations in particle fraction can also be harmful dur-

ing the processing of MMC components, the best composites
are obtained when particle volume fractions and slurry vis-
cosities are constantly maintained near optimized values.
This requires that the slurry system remains homogeneously
mixed throughout the casting process. The ability to maintain
a homogeneous, controlled particle loading is limited by
many factors, including particle settling due to gravity clus-
tering, and/or incomplete mixing, selective pick-up of par-
ticles during infiltration and solvent evaporation. It is be-
lieved that these problems could be controlled by on-line
sensing of the slurries’ composition.

Both ultrasonic velocity and attenuation measurements
might enablein situ determination of the particle volume
fraction, particle size distribution, slurry viscosity, and slurry
homogeneity during slurry casting. When the ultrasonic
wavelength is much longer than the particle size, a slurry can
be approximated as an ultrasonically homogeneous medium.
In this case, the ultrasonic velocity,n51/Abr whereb is its
effective compressibility~the inverse of the bulk modulus!,
andr is its density.11,12 Since the density of metal particles
(;5 kg m23) is greater than that of the liquid
(;1.5 kg m23), the overall density of such a slurry increases
with the particle volume fraction. However, the effective
compressibility of the suspension decreases with the particle
volume fraction since the compressibility of solid particles
(231023– 4031023 m2/GN) is much smaller than that of
the liquid (0.2– 1.0 m2/GN). When the particle volume frac-
tion is relatively low~say less than 40%!, the increase in the
overall density with particle fraction is more than offset by
the decrease in overall compressibility, and the ultrasonic
velocity decreases monotonically with the particle fraction.
Since most slurries for tape casting have particle loadings of
25%–30% or less~otherwise they are too viscous to rapidly
cast!, the existence of a monotonic velocity-particle fraction

a!Now at Southwest Research Institute, NDE Science and Technology Divi-
sion, 6220 Culebra Road, San Antonio, TX 78228-0510.

b!Author to whom correspondence should be addressed.
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relation near these particle loadings could provide an ideal
basis for ultrasonic particle volume fraction determination.

The ultrasonic attenuation coefficient also depends on
the particle volume fraction. This dependence is thought to
result from ultrasonic scattering by the particles, by acoustic
energy dissipation in the viscous liquid near the particle sur-
face and from heat conduction between the liquid and the
solid particles.13 The attenuation contributions of these pro-
cesses are all likely to increase with particle loading and the
liquid’s viscosity. Thus the ultrasonic attenuation might also
provide a way of sensing either particle volume fraction or
the suspending liquid’s viscosity~i.e., its composition!. Thus
both ultrasonic velocity and attenuation measurements might
be of use for the on-line sensing of tape casting processes.14

Ultrasonic propagation models that involve a detailed
analysis of particle loading effects are important both for
interpreting ultrasonic measurements and for ensuring that
all significant physical contributions have been properly con-
sidered in the design of a sensor. The development of pre-
dictive models for ultrasonic propagation in suspensions in-
volves two steps: first the interaction between the
surrounding viscous liquid and asingle solid particle is
solved and then thecollectiveeffects of a volume of particles
on ultrasonic propagation are determined. Good predictive
models for the ultrasonic velocity in suspensions have been
developed for wavelength regions that are much larger than
the particle size.15 McClements and Povey16 have recently
completed a comprehensive review of the other models. It
should be noted that ultrasonic attenuation has been more
difficult to accurately predict, and, sometimes, as much as an
order of magnitude difference is observed between the pre-
dicted and measured attenuation coefficients.

There are two approaches available for the formal devel-
opment of a model based either on a wave scattering17–21 or
a hydrodynamic approach.22,23 To determine the interaction
between the viscous liquid and a single solid particle, the
wave scattering approach decomposes the total wave field
into incident and scattered wave fields. Both the incident and
the scattered fields are expressed as infinite eigenfunction
series and the expansion coefficients are obtained by match-
ing the displacement, velocity, tractions, temperature, and
heat flux at the liquid–solid particle interface. After obtain-
ing the scattered field, the collective effects of a volume of
particles on ultrasonic propagation are obtained by a summa-
tion over the total number of particles. Since particle–
particle interactions are ignored, the approach is an indepen-
dent scattering one, and can only strictly be applied to dilute
suspensions. In the hydrodynamic approach, the Stokes
formula24 is used to describe the interaction between a single
solid particle and a surrounding Newtonian viscous liquid.
For this model, the collective effects of a high particle frac-
tion on ultrasonic propagation have been approximated using
a rule of mixtures and so this approach may better represent
the behavior of the concentrated slurries encountered in com-
posite processing.

Here we experimentally investigate the use of ultrasound
for the noninvasive sensing of a slurry’s particle volume
fraction and effective viscosity, and examine the predictive
accuracy of the hydrodynamic modelling approach.22 Using

a model laboratory slurry system consisting of Ti-alloy par-
ticles ~of known shape and size distribution! suspended in
liquid mixtures of glycerol and water whose viscosity could
be varied over the range of typical tape casting slurries, we
have evaluated the feasibility of using a piezoelectric ultra-
sonic sensor methodology for measuring ultrasonic velocity
and attenuation for a variety of suspensions. Both velocity
and attenuation measurements are found to be sensitive to
the particle volume fraction, and either can be used to sense
local particle fraction variations in slurries. While the Harker
and Temple hydrodynamic model~the H-T model!22 appears
to incorporate the phenomena that govern the ultrasonic ve-
locity dependence on particle volume fraction up to particle
fractions of 0.35, the model can only predict ultrasonic at-
tenuation for the particle volume fractions below 20% due to
the use of a rule of mixtures in the model and the failure to
incorporate the intrinsic scattering and absorption of the
powder itself.

I. SLURRY SYSTEM

A typical MMC tape casting slurry consists of a mixture
of viscous liquids with an effective shear viscosity of about
0.15 Pa s containing 10–200mm diameter solid metal par-
ticles with a volume fraction of about 20%. The suspending
liquids used here consisted of mixtures of~highly viscous!
glycerol and water. The glycerol and water mixtures were
chosen because of their similar viscosities to the binder/
solvent combinations used in tape casting slurry. Since the
glycerol/water volume fractions~and thus the viscosity! of
such mixtures can be easily manipulated, this system allowed
the effects of liquid viscosity upon the ultrasonic velocity
and attenuation to be systematically studied. The viscosity,
density, and sound velocity of the components and their mix-
tures studied are listed in Table I.25,26

Two types of metal powder particles were used in the
study. The first were Ti-3 wt. % Al powders with a nearly
spherical shape; Fig. 1~a!. Their theoretical density,r0

54.459 g/cm3, while their bulk modulus,B5141 GPa. A
cross sectional analysis of the particles revealed that a few
contained closed pores. Overall the particle porosity was de-
termined to be 2.2%, and so an effective density,r50.978
r054.361 g/cm3, was used in subsequent calculations. The
second system consisted of nonspherical Ti-6 wt. % Al-4
wt. % V; Fig. 1~b!. Their theoretical density, r0

TABLE I. Liquid properties at 25 °C~Refs. 23, 25, 26!.

Fluids
~volume % of constituents!

Bulk
modulus
~GPa!

Density
(kg/m3)

Velocity
~m/s!

Viscosity
~Pa s!

100% glycerol 4.59 1260 1909 1.5
95% glycerol15% water 4.37 1250 1870 0.58
90% glycerol110% water 4.14 1239 1828 0.25
85% glycerol115% water 3.97 1228 1798 0.13
80% glycerol120% water 3.79 1217 1765 0.076
75% glycerol125% water 3.64 1205 1738 0.046
100% water 2.24 1000 1497 0.001
Suspending liquids for tape
casting

1.7 1100 1545 0.15

1362 1362J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 Schulitz et al.: Ultrasonic propagation in metal powder-viscous



54.457 g/cm3 and their bulk modulus,B5141 GPa. A cross
sectional analysis of these particles indicated negligible po-
rosity. Both particles sets had a fairly broad size/volume dis-
tribution; Fig. 2. The spherical Ti-3 Al particle system was
chosen for ease in modeling, while the nonspherical Ti-6
Al-4 V powders were selected to assess the effects of particle
shape which is not always spherical in practice.

II. MEASUREMENT SYSTEM

A. Ultrasonic test cell

The ultrasonic test cell consisted of two collinear trans-
ducers in a pitch-catch arrangement; Fig. 3. To increase the
signal strength in these sometimes very lossy slurries, a fo-
cused piezoelectric transducer was used to generate ultra-
sonic pulses and an unfocused transducer with a matching
central frequency was used to receive ultrasonic signals.
Four pairs of 1-in. diameter~Panametrics! transducers with
center frequencies of 0.46 MHz, 0.87 MHz, 2.10 MHz, and
4.80 MHz were used for the ultrasonic testing. The transmit-
ting transducer was mounted on a three point adjustable plate
allowing for precise collinear alignment of the two transduc-
ers; the receiving transducer was fixed to a piston controlled
by a micrometer allowing the distance between the transmit-
ter and the receiver to be continuously varied. The measured
distance between the two transducers had a precision of

about 610mm. Parallelism between the two transducers
was considered achieved by maximizing the amplitude of the
detected signal. The ultrasonic test system used in conjunc-
tion with the test cell consisted of a MATEC MBS 8000
velocity and attenuation measurement system, a Marconi
2022C signal generator, a LeCroy 9400 digital oscilloscope
~8 bits vertical resolution, 1-ns sampling resolution! and a
15-MHz low-pass filter to eliminate high-frequency noise. A
theoretical model due to Luet al.27 for focused transducers
was used to calculate the acoustic field intensity for each
combination of transducers and mixtures of glycerol and wa-
ter; the acoustic intensity was then used to correct attenua-
tion measurements for beam spreading or convergence.

B. Data collection

The test cell micrometer position was set to zero at a
reference propagation distance,L0 . Velocity and attenuation
measurements were then made as the distance between trans-
ducers was increased in steps of about 3.060.1 cm. A slurry
sample was then placed in the test cell and the reading of the
micrometer was recorded. This, together with the reference
distance,L0 , gave the distance between the transmitter and
the receiver. The raw data were collected in the form of
receiver transducer waveforms on a digital oscilloscope. The
entire data acquisition process was automated using a data
acquisition programLABVIEW at a rate of about one wave-

FIG. 1. Micrographs showing~a! spherical Ti-3 Al powder particles, and~b!
nonspherical Ti-6 Al-4 V powder particles.

FIG. 2. ~a! Ti-3 Al powder particle radius distribution;~b! Ti-6 Al-4 V
powder particle volume distribution.
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form every 2 s toallowed experiments to be conducted rap-
idly and to avoid potential settling of the slurry during the
measurement. All measurements were taken at the ambient
temperature.

C. Velocity/attenuation determination

The ultrasonic velocity was determined by measuring
the travel time of the first peak in each waveform. IfL was
the distance between two transducers andt the time lapse
between the trigger time and the first peak in the waveform,
then the ultrasonic velocityv5L/t. We obtained a linear
relationship between the measured time interval,t, and the
propagation distance,L, with an estimated error of
62.5 m/s, or about 0.14% for a typical velocity of 1800 m/s.

A differential scheme was used to determine the attenu-
ation. The maximum amplitudes,A1 , A2 , A3 , of three
waveforms corresponding to three different propagation dis-
tances,L1 , L2 , L3 , ~for the same frequency and slurry com-
position! were measured. The attenuation was obtained as:
a(dB)520 log@(A32A1)/(A22A1)#/(L32L2). The numerical
attenuation values for each set of data were then averaged.

III. SUSPENDING LIQUID BEHAVIOR

Acoustic properties of both glycerol and water have
been extensively investigated by many researchers.13,28–31

These two liquids~and therefore their mixtures! are so called
associate liquids.13,28–31Their volume viscosity,hv , is of the
same order as their shear viscosity,hs , and thus the effects
of the volume viscosity on ultrasonic attenuation should not
be ignored.13,28–31The acoustic velocity,v liq , and attenua-
tion, a liq , of the liquid mixtures without particle loading can
be expressed as13

n liq5!
2B

r8
F11S v

vn
D 2G

11A11S v

v1
D 2

,

~1!

a liq5
v

2B

nr8

S v

vn
1

vn

v D ,

wherev52p f is the angular frequency,f is the sound fre-
quency,n is the velocity,r8 is the effective liquid density,
and

vn5
B

hn1 4
3 hs

~2!

is the characteristic frequency of the mixtures.
The measured ultrasonic velocity and attenuation of

glycerol/water mixtures are shown in Fig. 4 and Fig. 5.
Equation~1! was used to predict both the velocity and the
attenuation. The shear viscosity of the mixture was taken
from Ref. 26, and the volume viscosity was determined to be
hv50.8hs by fitting experimental data with Eq.~1!. There is
an excellent match between the measured velocity and the
predicted velocity; Fig. 4~b!. Since the velocity for the mix-
ture of either 90% glycerol and 10% water or 80% glycerol
and 20% water is almost constant at all test frequencies~v
51828 m/s for 90% glycerol and 10% water, and
51763 m/s for 80% glycerol and 20% water!, we conclude
that both the ultrasonic frequency and the viscosity have a
vanishing effect on the velocity, and the increase in the ve-
locity is a result of an increase in the bulk modulus due to the
increasing glycerol volume fraction~see Table I!.

The attenuation was found to rapidly increase with the
glycerol volume fraction and the test frequency; Fig. 5. We
found that Eq.~1! fits measured attenuation data well by
taking hv50.8hs . It severely underestimated the measured
data ifhv50.0, confirming that the volume viscosity plays a

FIG. 3. The ultrasonic test cell used for the experimental study.
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very significant role in ultrasonic propagation in viscous liq-
uids, and its effects should not be neglected in attenuation
predictions for slurries.

IV. POWDER SLURRY BEHAVIOR

A. Results

Figures 6 and 7 show typical examples of the measured
ultrasonic velocity of both spherical Ti-3 Al and nonspheri-
cal Ti-6 Al-4 V particles suspended in two glycerol and wa-
ter mixtures ~90% glycerol110% water and 80% glycerol
120% water! as a function of particle volume fraction for
test frequencies 0.46 and 2.1 MHz. For particle volume frac-
tions up to 0.35, the velocity decreased monotonically with
the particle volume fraction. The slope was steepest near the
volume fraction of 0.25—fortuitously close to the value used
in many slurry casting processes. The velocity for Ti-3 Al
powder suspensions was always greater than that for Ti-6
Al-4 V particle suspensions, principally because of the~often
hollow! Ti-3 Al powders’ smaller effective density. The ve-
locity of the slurries were also strongly affected by the sus-
pending liquid’s composition. For example, Fig. 8 displays
the measured velocity-glycerol volume fraction relationship
for a slurry containing a 20% volume fraction of Ti-3 Al
powders at a test frequency of 0.87 MHz. The velocity is a
strong, monotonic functions of the suspending liquid’s com-
position.

The ultrasonic attenuation as a function of particle vol-
ume fraction is shown in Figs. 9 and 10 at test frequencies of
0.46 and 2.1 MHz. The attenuation was a strongly increasing
function of both particle fraction and test frequency. The size
of the particles appears to affect the attenuation, with the
larger Ti-6 Al-4 V powder particles~the average particle
radius was 47.5mm, deduced from the particle volume mea-
surements! exhibiting a higher attenuation than the Ti-3 Al
powder particles~the average particle size was 37.5mm!.

The ultrasonic attenuation exhibits a strong monotonic
increase as particle volume fraction and/or ultrasonic fre-
quency increase; Figs. 9 and 10. The attenuation also mono-
tonically increases with the liquid’s viscosity; Fig. 8. Figure
8 shows attenuation as a function of volume percentage of
glycerol for a 20% volume fraction of Ti-3 Al particles at
0.87-MHz frequency. Clearly, the attenuation is a strong
monotonic function of the suspending liquid’s composition.
In particular, it is clear that as the suspending liquid’s vis-
cosity increases~glycerol content rises!, the attenuation of
the slurry rises exponentially. A comparison of Figs. 5 and 8
reveals that the presence of powder synergistically increases
the attenuation contribution of the liquid, and clearly reveals
the very strong effect of viscosity upon ultrasonic attenuation
by suspended particles.

FIG. 4. The measured ultrasonic velocity of the suspending liquid as a
function of ~a! glycerol and water volume fractions,~b! test frequency.

FIG. 5. The measured ultrasonic attenuation of the suspending liquid as a
function of ~a! glycerol and water volume fractions,~b! test frequency.
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B. Discussion

1. Sensor opportunities

Within the 0.0–0.35 particle volume fraction range, the
measured velocity is a monotonic function of powder par-
ticle fraction~Figs. 6 and 7! and is consistent with the domi-
nance of increase in slurry density over the compensating
decrease in slurry compressibility. The ultrasonic velocity
also monitonically increases with the suspending liquid’s or
the powder particle’s velocity~e.g., see Figs. 8 and 6!.
Changes in the particle volume fraction, particle size, ultra-
sonic frequency, and liquid viscosity all affect the ultrasonic
attenuation.

The experimental velocity/attenuation trends with par-
ticle volume fraction shown above can be empirically fitted
by simple monotonic relationships. Thus once provided with
premeasured calibration data relating either the ultrasonic ve-
locity or attenuation to the particle volume fraction, a subse-
quent ultrasonic measurement during slurry casting could be
converted to particle fraction, providing the basis for a real
time ultrasonic particle volume measurement. Because of the
relatively small error in measured velocity (62.5 m/s) and
the fairly strong dependence of velocity upon particle vol-
ume fraction, the particle volume fraction could be obtained
to within 5% from the velocity measurement near the 0.2
volume fraction region of practical interest.

The attenuation relationship~e.g., Figs. 9 and 10! could
also be used for sensing volume fraction. However, attenua-
tion measurements have relatively larger uncertainties~the

largest measurement error was about61 dB/cm!, and a
weaker dependence upon particle fraction around the 0.2 vol-
ume fraction region of interest. The attenuation is also a
strong function of the suspending liquid’s viscosity. This,
together with the difficulty of avoiding signal losses from
other causes, may pose additional practical problems for a
particle volume fraction sensor based solely on amplitude
measurements. It is of interest to note that since the velocity
measurements give a good indication of particle volume
fraction, the ability to make reliable attenuation measure-
ments would provide a potential method to determine the
viscosity of the suspending liquid. This then provides a prac-

FIG. 6. The measured and H-T model predicted velocities as functions of
particle volume fraction at 0.46 MHz~a! 90% glycerol and 10% water;~b!
80% glycerol and 20% water.

FIG. 7. The measured and H-T model predicted velocities as functions of
particle volume fraction at 2.1 MHz.~a! 90% glycerol and 10% water;~b!
80% glycerol and 20% water.

FIG. 8. The measured velocities and attenuation for a 20% Ti-3 Al particle
volume fraction at 0.87 MHz as a function of glycerol volume fraction.
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tical way to monitor changes in the liquid’s composition
through relationships between viscosity and composition
~e.g., Fig. 8!.

2. Wave propagation predictions

In Harker and Temple’s~H-T! hydrodynamic model22,23

the complex effective wave number,k, is used to determine
the velocity and attenuation. The effective wave number is
given by

k25v2@~12w!b l1wbs#

3
r l@rs~12w1wS!1r lS~12w!#

rs~12w!21r l@S1w~12w!#
, ~3!
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The velocity and the attenuation coefficient are obtained
from Eqs.~3! and ~4! using:

n5
v

Re~k!
, a~dB!520~ log10 e!Im~k!. ~5!

The measured ultrasonic velocity and attenuation data
have been compared to predictions of the H-T model using
the thermophysical data for the liquids found in Table II.
Since the H-T model strictly applies only to spherical par-
ticles, the volume,V, of the Ti-6 Al-4 V particles was used
to deduce an equivalent particle radiusa5A3 3V/4p. The pre-
dicted velocity values are shown and compared with mea-
surements in Figs. 6 and 7. Overall the comparison between
the predicted and measured velocity values is very good. It is
clear from both Figs. 6 and 7 that the velocity is a function
both of particle and glycerol volume fractions; neither the
test frequency nor the viscosity significantly affect the veloc-
ity. At lower frequencies, the H-T model slightly overesti-
mates the rate of the velocity decrease with the powder par-
ticle volume fraction. As the frequency increases the
agreement between the experimentally determined ultrasonic

FIG. 9. The measured and H-T model predicted attenuation as a function of
particle volume fraction at 0.46 MHz.~a! 90% glycerol and 10% water;~b!
80% glycerol and 20% water.

FIG. 10. The measured and H-T model predicted attenuation as a function
of particle volume fraction at 2.1 MHz.~a! 90% glycerol and 10% water;~b!
80% glycerol and 20% water.

TABLE II. Thermophysical data used in H-T model~Ref. 33!.

Property~Symbol!
Glycerol
(C3H8O3) Water

Thermal conductivity~K! 0.292 W/m 0.6071 W/m
Viscosity ~h! 923 mPa s 0.893 mPa s
Density ~r! 1.2613 g/cm3 1.0 g/cm3

Specific heat at the constant
pressure (Cp)a

218.9 J mol21 K21 75.3 J mol21 K21

Thermal expansion coefficient~a! 0.523103/°C 0.2063103/°C

aBasic Laboratory and Industrial Chemicals,A CRC Quick Reference Hand-
book, edited by D. R. Lide~CRC, Boca Raton, 1993!.
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velocities and the model becomes excellent. Generally, the
relative error between the measured and predicted velocities
is around 0.25%.

The predicted attenuation values are compared with the
data in Figs. 9 and 10. It can be seen that the H-T model
compares fairly well for low~say less than 0.2! volume frac-
tions of powder. In general, it underestimates the attenuation
of the mixtures. This may be linked to the H-T model’s use
of a simple viscosity relation that does not recognize volume
viscosity. This term in the constitutive response of associa-
tive liquids clearly has a significant effect on attenuation
~Fig. 5!. However, we also note that while the measured
attenuation always increases monotonically with the particle
volume fraction, the predicted values peak at about a 30%
particle volume fraction. Figure 11 shows the attenuation as
a function of particle volume fraction predicted by the H-T
model for a volume fraction from zero to unity. Clearly, the
model can no longer be valid when the particle volume frac-
tion exceeds the theoretical limit for spherical particle pack-
ing ~0.67 for a random packing!. The drop in predicted at-
tenuation above a volume fraction of 0.3 is a consequence of
the zero assumed attenuation of the solid phase and the use
of a rule of mixtures in the derivation of the H-T model. The
validity of the rule of mixtures relation restricts the validity
of the H-T model to particle volume fractions of no more
than 20%.32 The use of the rule of mixtures, combined with
the assumption of no solid phase attenuation even reduces
the predicted attenuation in the 0.1–0.2 particle volume frac-
tion region, and appears to be a significant contributor to the
discrepancy between modeled and measured attenuation.

In spite of the attenuation modeling discrepancy, it is
clear that provided the viscosity of the suspending liquid is
known, there exists a promising basis for ultrasonic determi-
nation of particle volume fraction from either a velocity or
an attenuation measurement. The precision of the measure-
ment might be increased by using both attenuation and ve-
locity data at a specific frequency and/or ultrasonic measure-
ments over a range of frequencies. It is interesting to note
that Figs. 6 and 7 show that the liquid viscosity has a van-
ishingly weak effect upon velocity, whereas Figs. 9 and 10
show attenuation measurements are much more viscosity de-
pendent. Thus a combination of the two measurements might

enable the determination of both viscosity and the particle
volume fraction of a slurry.

V. CONCLUSION

Ultrasonic sensor concepts have been assessed for their
potential for monitoring metal particle volume fractions dur-
ing a slurry casting step in the manufacture of fiber rein-
forced MMCs via tape casting. Model laboratory slurry sys-
tems consisting of two Ti-alloy powders of known size and
shape distributions suspended in mixtures of glycerol and
water with controllable viscosity were used to investigate the
relationship between particle shape, slurry composition, liq-
uid viscosity, and the velocity/attenuation of ultrasound. The
slurries had viscosities that spanned those of a typical tape
casting slurry. The experiments reveal a monotonic decrease
in velocity with increasing particle volume fraction and wa-
ter content. The attenuation monotonically increased with
particle volume fraction, viscosity, and test frequency.

An ultrasonic velocity measurement appears to offer the
best precision for determining the particle volume fraction.
The use of attenuation data has the potential for additional
recovery of the slurry’s viscosity. Because of the relatively
small error in velocity measurement (62.5 m/s) and the
fairly strong dependence of velocity upon particle volume
fraction, the particle volume fraction could be obtained to
within 5% from the velocity measurement. Attenuation mea-
surements have larger uncertainties~the largest measurement
error was about61 dB/cm! and this may pose potential
problems for a sensor technology solely based upon ampli-
tude measurements.

The Harker and Temple hydrodynamic model was used
to analyze both the velocity and attenuation results. The ve-
locity measurements were well predicted by the H-T model,
the relative error between the measured and predicted veloci-
ties is around 0.25%, suggesting that the model could be
used to convert velocity data to particle volume fraction.
Ultrasonic attenuation trends with particle fraction, liquid
viscosity, and test frequency were reproduced well by the
model. However, the absolute attenuations were underesti-
mated by the model. This arises in part from the use of a rule
of mixtures~which limits its useful range to a particle vol-
ume fraction of less than about 20%! and its failure to incor-
porate scattering/absorption in the metal phase.
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Acoustoelastic measurements on aluminium alloy by means
of a contact and a non-contact (LFB acoustic microscopy)
technique
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Two independent experimental techniques for measuring the acoustoelastic effect on a sample of
AA 6082 T6 aluminium alloy are tested and compared. A non-contact technique using acoustic
microscopy and a contact technique using two point wedges as receivers are employed. The two
techniques use different approaches in the velocity measurements. The wave frequency is also
different—225 MHz for the microsocpy technique and 5 MHz for the contact device. Two different
systems to load the sample are also employed. The results confirm the validity of the measurements
and of the techniques employed. ©1998 Acoustical Society of America.
@S0001-4966~98!00403-2#
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INTRODUCTION

The acoustoelastic effect, which is the small dependence
of the ultrasonic wave velocity on the stress state of the
material through which it travels, has been studied from the
middle of this century and many theoretical and experimen-
tal approaches have been developed. Different
experiments1–5 using Rayleigh surface waves have given
evidence that the wave velocity depends linearly on the
stress; this effect is described by constants, characteristic of a
material, called ‘‘acoustoelastic constants,’’ relating the
change in wave velocity with the stress. These constants de-
pend on the material parameters~elastic constants! in the
‘‘natural’’ unstressed state which may be unknown or not
known with sufficient accuracy.6,7 For this reason it is often
preferable to apply known stress steps to a sample and mea-
sure the velocity variation in order to deduce directly the
material ‘‘acoustoelastic constants’’ rather than expressing
the dependence of the velocity on stress through a relation
involving the material elastic constants.

The acoustoelastic effect is relatively small; in some ma-
terials the effect is strong enough to be measured while in
others it is almost impossible to detect. Very precise mea-
surements are required, and it is essential to be sure that the
acoustoelastic effect is being measured rather than any other
secondary effect due to the measuring system. The goals of
this work have been to employ two completely different
measurement techniques on the same sample loaded in dif-
ferent ways and to compare the values of the acoustoelastic
constant obtained. Previous experiments had already demon-
strated that the variation of velocity with stress in a silicon
wafer could be measured by quantitative acoustic
microscopy.7 In the present experiments, a bar of 6082 T6
aluminium alloy was tested and the value of the acoustoelas-
tic constant along its axis was determined with two indepen-
dent techniques: a non-contact technique using acoustic mi-
croscopy, and a contact technique using two point wedges as

receivers. Good agreement was found between the measure-
ments, confirming their validity and also the validity of the
techniques employed.

I. LINE-FOCUS BEAM ACOUSTIC MICROSCOPY

The acoustic microscope can be used to determine ultra-
sonic velocity of waves travelling on the surface of a
specimen.8 It consists of a ZnO transducer mounted on a
sapphire lens. The lens has a cylindrical surface, with the
axis of the cylinder parallel to the sample surface, to give a
line-focus beam in order to excite Rayleigh waves along a
single direction in the sample.9 The sample stage allows tilt-
ing around two axes for alignment with the lens axis, and the
sample can be scanned under the control of a computer
which also records the lens signal. For quantitative measure-
ments the sample is scanned toward the lens, as shown in
Fig. 1. The distance by which the sample is moved closer to
the lens relative to the focus is the defocusz. The total signal
V received by the transducer is the sum of two rays: the ray
which is normally reflected from the specimen surface and
the ray associated with a surface wave. As the amount of
defocus changes, the path lengths of the normally incident
ray and of the ray coming from the specimen surface change
at different rates so that the total signal at the transducer
fluctuates as the two rays go in and out of phase with each
other.9 The response of the transducer to this total signal is
measured by a lock-in amplifier, and the values obtained are
acquired by the computer and plotted versus the amount of
defocus, giving a so-calledV(z) curve. In Fig. 2 is shown an
example of V(z) curve for a 6082 T6 aluminium alloy
sample. By comparing the rates of change of the two path
lengths with defocus the period of the oscillations inV(z)
can be expressed as:9–11

Dz5
l0

2~12cosuR!
, ~1!
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wherel0 is the wavelength of longitudinal waves in water
and uR the critical angle for surface wave excitation. By
using Snell’s law sinuR5v0 /vR with v0 the velocity of lon-
gitudinal waves in water, relationship~1! may be inverted to
give the Rayleigh wave velocityVR in the measurement area
in terms ofDz, the frequencyf , and the velocityv0 :

vR5v0F12S 12
v0

2 f DzD
2G21/2

. ~2!

The data analysis routine to obtain the periodDz from the
V(z) curve8 includes the following main steps:

d filtering the curve to remove unwanted high frequency
oscillations;

d subtraction of a referenceV(z) curve, previously obtained
using a material with no excitation of waves in the speci-
men, to remove the geometric effect of the acoustic lens;

d different filtering to remove unwanted low frequency
components;

d Fourier transformations to get a final value ofDz.

II. POINT CONTACT MEASUREMENTS

A surface wave is excited in the sample; the measure-
ment consists in detecting the surface wave at two points
with a fixed separation, and calculating its velocity from the
time of flight between the two points.12 The equipment for
these measurements is a commercial Rayleigh wave genera-
tor ~Krautkramer MSWS!, and a pair of commercial longitu-
dinal transducers~Panametrics A5038-SM~I!! which act as
receivers and are coupled to the surface being measured

through steel elements~Fig. 3 and Fig. 4!. These three probes
employed piezoelectric crystals of 0.25 in. diameter to trans-
mit and receive longitudinal waves at 5 MHz. The transmit-
ter is aligned with the receivers by means of plastic guides
which permit small rotations to maintain their alignment in
case of imperfectly plane surface.

The transmitter generates longitudinal waves which are
converted by the plastic wedge into surface waves. These
waves reach the steel elements in contact with the surface
and their shear components generate in each steel element
longitudinal waves detected by the piezoelectric probe fixed
on it. The delay time between the two received signals is the
time of flight between the two steel elements. Whatever
mathematical method is employed to determine this time of
flight ~see later discussion!, it will give the most accurate
results when the signals detected by the receivers have simi-
lar amplitude and waveform. The shape of the steel elements
is relevant to the detection of the waves. Different shapes of

FIG. 1. Schematic diagram of an acoustic lens.

FIG. 2. V(z) curve for 6082 T6 aluminium alloy sample.

FIG. 3. The point contact measurement assembly.

FIG. 4. ~a! Picture of the receivers steel pyramid.~b! Point contact mea-
surement device and received signals.

1371 1371J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 Berruti et al.: Acoustoelastic measurements on aluminium alloy



receiver steel elements were examined and tested. Initially
elements with linear contact were explored, because it was
believed that this would produce higher signals. Both wedges
and half cylinders were tried, but it was found that although
these arrangements gave a high signal, they also gave high
variability because the two elements would never touch the
surface in the same way. The point contact version which
proved to be the best compromise is shown in Fig. 3 and Fig.
4. The pyramid elements are made of hardened steel~0.88%
C, 1.8% Mn, 0.2% V! ~heated at 800 °C, cooled in oil, tem-
pered at 300 °C!. A 40° vertex was chosen to prevent inter-
nal reflections on the wedge surfaces. The result is a received
signal with an initial pulse well isolated from the following
wavetrain.

A. Electronic apparatus

The measurement transducers are connected to a broad-
band ultrasonic pulser-receiver ~PANAMETRICS
5052GTA-2! which excites the transmitter and receives and
amplifies the switched signals from the two receiving probes
~Fig. 5!. The pulser is set to excite the transmitter with a
repetition rate of 200 kHz, maximum input energy 94mJ and
a damping of 500V, which determines the minimum pulse
length. The received pulses are amplified by 40 dB and then
displayed on a digital oscilloscope~Fluke PM3382! where
the vertical resolution is set at 50 mV per division~10 divi-
sions!. Each trace displayed on the oscilloscope screen is the
average of 32 consecutive signals. The digital oscilloscope is
connected to a personal computer where the two switched
waveforms are stored sequentially.

B. Time of flight calculation

The signals received by the digital oscilloscope are
transferred to the computer for analysis. After acquisition of
the first trace~detected by the first receiver!, a constant delay

D56620 ns is set on the oscilloscope to visualize and ac-
quire the second trace~second receiver!. The scale is set at
100 ns per division with 10 divisions on the screen. The
computer acquires 50 points per division i.e. the points are
spacedr 52 ns apart.

Only the zero crossings of the signals from the two re-
ceivers are taken into account@ t1 ,t2 ,...,t18 ,t28 ,... in Fig.
5~a!#. These points are plotted against one another@Fig.
5~b!#, and the points obtained are fitted with a 45° straight
line. The intersection of this line with they axis is the delay
between the two signals, i.e. the time of flight of the surface
wave between the two receivers. In general the first six zeros
of the signals are involved in this calculation since they are
the more aligned on a 45° straight line. The method requires
that the signals detected by the two receivers should be simi-
lar. As an alternative method of analysis, the cross correla-
tion of the signals can be calculated, enabling their shift to be
found from the maximum of the cross correlation function.
The two methods are equivalent~no appreciable difference in
the acoustoelastic constant values!,12 the advantage of the
first one is that it is more rapid than the second.

III. SAMPLE LOADING SYSTEM

The jig used to load the sample at different loading steps
is a four-point bending system where two micrometers can
be used to increase or decrease the strain in the sample. As is
shown in Fig. 6~a! and~b! the sample can be loaded in order
to have compressive or tensile stress on its upper surface. In

FIG. 5. ~a! Two signals with a shift ofDt. ~b! 45° regression line fitting the
first six zeros of the two signals.

FIG. 6. Four-point bending system.~a! Compressive stress in the upper
surface of the sample.~b! Tensile stress in the upper surface of the sample.
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the first case the sample support rotates about the four central
pivots ~1!. The sample held between the two pairs of pins~2!
and~3! is deformed thanks to their relative movement during
the rotation about the pivots~1!. Pins~2! and~3! are covered
with rubber to avoid longitudinal sample sliding during the
loading phase. In the case of tensile stress on the upper sur-
face @Fig. 6~b!# the forces for the sample deformation are
applied to the inner pins~2! by means of the micrometers
through the levers~4!; this solution has been chosen to sim-
plify mounting problems on the microscope stage.

In both cases the stress induced on the upper surface of
the sample has been calculated as a function of the microme-
ter displacement, and checked by means of a strain gauge
applied parallel to the sample axis on the tensile surface of
the measurement area. During the measurement another
strain gauge is applied to a sample of the same material to
compensate for temperature fluctuations.

IV. SAMPLE PREPARATION

The alloy tested in the experiments was AA 6082 T6~Si
0.7–1.3%, Fe 0.5%, Cu 0.1%, Mn 0.1–0.4%, Mg 0.6–1.2%,
Cr 0.25%, Zn 0.2%, Ti 0.1%!. The sample was a 150 mm
long bar with a rectangular section 1532.5 mm2. It is cut
from a rolled aluminium alloy sheet. A good planarity of the
sample is required to avoid errors due to the lens-surface
misalignments. A good polished finish is also required since
the surface wave velocity, measured with the acoustic micro-
scope, is influenced by surface roughness. The sample was
ground and polished to mirror quality~roughness 0.04mm!
by means of grinding papers of decreasing grain size and
followed by diamond paste from 6 to 1mm.

The surface has been imaged using another acoustic mi-
croscope: OXSAM, operating at 350 MHz. The defocus
could be adjusted to optimise the sensitivity to features af-
fecting the propagation of Rayleigh waves, which at this fre-
quency sample a depth of about 10mm. Figure 7 presents a
picture of the measured area with the lens focused on the
surface together with a picture in which the lens defocused
by z58 mm.

V. ACOUSTIC MICROSCOPE MEASUREMENTS

The loading device was positioned on the acoustic mi-
croscope stage so that the lens was in the central part of the
sample with its cylindrical cavity axis perpendicular to the
sample axis. The loading jig was held on the stage by means
of a partial vacuum inside the stage. The microscope stage
was levelled in order to make the vertical axis of the lens be
perpendicular to the specimen surface. The measurements
have been performed in the rolling direction.

At zero load a scan was made to measure the velocity of
the Rayleigh waves in different points of the sample~Fig. 8!.
There is a variation of a few meters per second from point to
point. The measurement aperture of the line focus beam is
about 0.5 mm; an average occurs during a single measure-
ment so that the orientation of the grains, whose dimensions
are of the same order as the wavelength~10 mm!, as shown
in Fig. 7, does not influence the velocity values. A reason of
the velocity variation along the axis~Fig. 8! could be that the

alignments of the sample stage have been done with the lens
positioned in the centre of the sample; moreover the sample
is hand-polished and probably not uniformly flat along its
axis. Therefore detection of the stress effect requires that the
lens is held in the same relative position with the sample
during the loading cycles. The measurement proceeds from
the largest stress~either tensile or compressive! down to
zero. The largest sample deflection allows better adjustment
of the longitudinal position of the sample so that the lens
focuses where the sample is locally horizontal.

To detect the longitudinal position of zero slope the lens

FIG. 7. Surface acoustic images by means of the acoustic microscope
OXAM with ~a! the lens focused on the surface and~b! defocusz58 mm.

FIG. 8. Rayleigh wave velocity as a function of position along the sample
axis.
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was scanned in order to find the focal position in different
points along the sample longitudinal axis. The sample verti-
cal displacement as a function of the horizontal lens position
is plotted in Fig. 9 for a case with the top surface of the
sample in tension. The region where the sample surface is
horizontal was moved under the lens for the subsequent mea-
surement. During the unloading steps the sample deforma-
tion decreased while maintaining its curvature coaxial with
the cylindrical cavity lens: The deformed sample topography
is verified each loading step by a scan like Fig. 9. Keeping
the lens coaxial with the sample curvature ensures that the
z-scan is normal to the sample surface.

For each sample deformation step, tenV(z) curves were
acquired from which ten values of velocity were calculated.
The acoustic velocity in the water depends on the tempera-
ture, which was measured using a thermocouple. The tem-
perature in the room was kept constant by an air conditioning
system and the microscope is in a protective enclosure. For
each deformation the mean of the ten velocity values was
plotted versus the surface stress values measured by the
strain gauges. The resulting graph is shown in Fig. 10, with
the line of best fit. The error bars are the standard deviations
of the measurements. The acoustoelastic constantK is de-
fined as:

v2v05K•~s2s0!, ~3!

wherev0 Rayleigh wave velocity with an initial stresss0 .
The slope of the best fit line in the graph of Fig. 10 is

then a measure of acoustoelastic constant of the material.
The value of this constant is given in Table I, together with
its error calculated with 95% confidence.

The acoustoelastic constant value is in good agreement
~inside 10%! with that found on a sample, loaded in pure
traction, of the same aluminium alloy group~AlMgSi! by
J. D. Achenbachet al.13

VI. MEASUREMENTS WITH THE CONTACT DEVICE

A. Bending test

The measurements with the point contact device were
taken on the same sample after the microscope measure-
ments to avoid the scratches due to the contact device tips
disturbing the high frequency acoustic microscope measure-
ments. The contact point device is held in contact with the
sample loaded in the four-point bending system by two small
weights~80 g!, one between the two receivers, and the other
on the transmitter. A thin layer of coupling oil was spread
under the transmitter wedge. As in the case of the acoustic
microscope the sample is unloaded in steps starting from
maximum concave deformation to zero and from the maxi-
mum convex deformation to zero. For each step the surface
stress was measured by strain gauges and the wave velocity
was measured ten times, each time after lifting and replacing
the contact device. The frequency was 5 MHz, giving a Ray-
leigh wavelength of 0.6 mm. The value of the stress influ-
encing the velocity has been calculated as the mean value of
the stress over a depth equal to the characteristic depthzc

shown in Fig. 11. The depthzc has been calculated8 as the
position of the centre of the area subtended by the exponen-
tial function expressing the decay of the wave from the sur-
face. Different values of the depthszc are summarised in

FIG. 10. 6082 T6 aluminium alloy sample, LFB acoustic microscopy mea-
surements.

FIG. 9. Sample deformation topography in the case of tension on the sample
top surface.

TABLE I. Acoustoelastic constants andv0 values obtained in different tests.
The errors are calculated with 95% confidence.

6082 T6 aluminium alloy
Polished surface

Acoustic microscope Contact points device

Four-point
bending

Four-point
bending

Pure tensile
stress

K (m s21 MPa21) 0.066 0.065 0.062
v0 ~m s21) 2938.6 2976.6 2976.1
err in K (m s21 MPa21! 0.010 0.006 0.016
err in v0 (m s21! 0.7 0.4 1.2

FIG. 11. Variation of the stress field through the sample thickness.
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Ref. 8~Table 6.2! for different values of Poisson ratio of the
material. In the case of aluminium alloy the Poisson ratio is
0.3 and the characteristic depthzc 0.6 wavelength.

In Fig. 12 the mean of ten velocity measurements for
each loading step is plotted against the value of stress esti-
mated in this way; the error bars are the standard deviations
of the measurements at each value of stress.

Each velocity value was calculated from the time of
flight of a Rayleigh wave and the distance of the two contact
points. For each loading step the distance between the tips is
corrected of a term due to the sample curvature~obtained
from geometrical considerations!. In the case of maximum
sample deformation~surface stress near the yield point 120
MPa! the increasing of the wave path between the two tips
due to the sample curvature is about 0.06%.

In Fig. 12 the slope of best fit line is, as in Fig. 10, an
approximation of the acoustoelastic constant of the material.
The value of this constant and its error calculated with 95%
confidence are shown in Table I.

B. Tensile test

The same sample was subsequently tested applying pure
tensile stress by means of an hydraulic tensile machine. In
this case no correction of the distance for the sample curva-
ture was necessary. As in the previous case for each loading
step the velocity was measured ten times, each time after
removing and replacing the contact device. The mean of
each set of ten measurements with its standard deviation is
plotted in Fig. 13 versus the stress on the surface~no stress
gradient is present!. The value of the acoustoelastic constant
~slope of the best fit line! and its error calculated with 95%
confidence are shown in Table I.

The acoustoelastic constant value is in good agreement
~inside the measurement errors! with that found on a sample,
loaded in pure traction, of the same aluminium alloy group
~AlMgSi! by B. G. Martin.14 Comparisons with results from
other authors2–5 are not significant because they tested dif-
ferent alloys.

VII. INFLUENCE OF THE TEXTURE

The sample has a strong texture since it was cut from a
rolled aluminium sheet. If the texture changes with the depth,
Rayleigh waves propagating with two different penetration
depths~10 mm in tha case of LFB and 0.6 mm for point
contact device!, could be influenced by two different tex-
tures.

The effect of two different texture on the measurement
obtained after application of loads on the sample could be:

d translation of the curve applied stresses velocity without
changing its slope,

d change of the acoustoelastic constant due to texture orien-
tation variation along the thickness.

The first effect does not influence the values of the
acoustoelastic constants obtained by means of the two tech-
niques.

The second effect, if present, could be hidden in the
difference between the acoustoelastic constants obtained by
means of the two techniques. Measurements of texture ori-
entations along the sample thickness have not carried on in
this context so that this effect has not been proved. Compari-
son with values of acoustoelastic constants obtained by other
authors13,14 seems to indicate that any variation associated
with texture, if present, is less than 10%.

VIII. CONCLUSIONS

After the preparation of the sample the experiments have
been developed in three different phases:

1—measurements with the LFB non-contact technique,
sample loaded in a four-point bending device;

2A—measurements with the ‘‘contact device,’’ sample
loaded in a four points bending device;

2B—measurements with the ‘‘contact device,’’ sample
loaded in a pure tensile machine.

In step 1 the graph of Fig. 10 has been obtained. There is
some scatter in the results, but there is also a systematic
variation in the Rayleigh velocity with stress. A similar
variation was found when the sample was subsequently

FIG. 12. Contact point device measurements of Rayleigh velocity versus
mean stress encountered by the Rayleigh wave on a 6082 T6 aluminium
alloy sample loaded in four-point bending.

FIG. 13. 6082 T6 aluminium alloy sample, contact point device measure-
ments. Loading system: pure tensile stress.
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tested with a completely different and independent technique
on the same four-point bending device~step 2A!, as shown
in Fig. 12.

The comparison with the measurements obtained in step
1 with those obtained in step 2A shows good agreement in
the acoustoelastic constant values to within 5%. The two
techniques differ by the velocity measurements: The velocity
inferred from the microscopy technique measurments is a
phase velocity~see the Appendix! while that obtained from
the contact device is a group velocity; the frequency also is
different 225 MHz and 5 MHz.

The velocity values measured in the two techniques dif-
fer by about 40 m s21. The contact technique is set more for
comparative velocity measurements rather than absolute; in
fact each velocity value depends on the accuracy with which
the separation between the receiver tips distance is known.
Thus, for example, assuming a tip separationd519.88 mm
rather thand520 mm decreases the velocity values by about
40 m s21 without altering the value of the velocity variation
with the stress~acoustoelastic constant!, which is the param-
eter we are really interested in.

To check the influence of the sample curvature due to
the bending, in step 2B the contact device was employed on
the sample loaded in pure tensile stress. Satisfactory agree-
ment of the acoustoelastic constant value with the previous
value ~from the bending system! confirms that the sample
curvature and the particular loading system adopted have
little influence on the measurements.

These experiments confirm the possibility of stress mea-
surements in bent specimen by the LFB acoustic microscopy.
Testing a non-homogeneous material at 225 MHz increases
the measurement difficulties since the acoustic lens must be
kept in the same point~specimen curvature coaxial with the
lens cavity! during the loading and unloading phases. The
cross comparison with a contact measurement technique
tested on the specimen loaded in bent and pure tensile con-
firms the validity of the measurements.
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APPENDIX

From LFB acoustic microscope measurements, phase
velocity can be computed. The velocity of the surface wave
is obtained from oscillations in the transducer signalV(z)
which can be understood in terms of interference between
two reflected components. The analysis of these oscillations
assumes waves of a single frequency~135–144, Ref. 8!. In
this case it is not even meaningful to speak of group velocity,
since at a single frequency there can be no dispersion~indeed
the concept is then meaningless!. For practical reasons a
pulse must be used in the experiment~though the pulse
length in the LFB microscope contains many more oscilla-

tions than in an imaging microscope!, and therefore more
than one frequency is present. But no attempt is made to
determine the group velocity of the pulse, and in more ad-
vanced microscopes special electronic circuits are used to
ensure that the measurement is made on a single frequency
component of the spectrum within the pulses~64–73, Ref.
8!. The propagation direction arises as a further question in
anisotropic materials, since even when there is no dispersion
with frequency, the Pointing vector~which gives the direc-
tion of the group velocity! is not in general parallel to the
wave vector~which gives the direction of the group veloc-
ity!. In the LFB microscope it is again the phase velocity that
can be deduced, since the nature of the cylindrical lens
means that while beam steering by the anisotropy may affect
the strength of the oscillations in the lens signalV(z), it
cannot affect their period. Thus the azimuthal propagation
angle phi of the surface waves measured in an LFB micro-
scope refers to the direction of the wave vector~which is
perpendicular to the axis of the cylindrical lens!, and not the
direction of group velocity~240–251, Ref. 8!. In this context
the ray model of theV(z) effect may seem a little confusing
at first, since rays are associated with energy flow, but more
careful analysis shows that any deviation of the ray in the
surface from the wave vector cancels out, and it is indeed the
phase velocity~in the direction of the wave vector! that can
be deduced.
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Detailed measurements of the acoustic emissions from single-bubble sonoluminescence have been
made utilizing both a small 200-mm aperture PVDF needle hydrophone, and a focused 10-MHz
transducer. Signals obtained with the needle hydrophone show a fast~5.2 ns!, probably bandlimited
rise time and relatively large pulse amplitude ('1.7 bar). Below the sonoluminescence threshold,
the emissions are observable, but considerably smaller in amplitude ('0.4 bar). Several signals are
observed with the 10-MHz transducer and correspond to acoustic emissions from the bubble during
the main collapse, as well as from the rebounds. Experiments reveal that the acoustic emissions
occur at or near the minimum bubble radius. Calculations of the peak pressures and pulse widths are
compared with experimental data. ©1998 Acoustical Society of America.
@S0001-4966~98!03203-2#
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INTRODUCTION

The discovery of single-bubble sonoluminescence1 or
SBSL, in which a single cavitation bubble is acoustically
driven to transduct sound energy into light energy in a stable
and repeatable fashion, has generated a great amount of in-
terest in the scientific community resulting in remarkable
experimental discoveries.1–9 Though the transduction mecha-
nism is still greatly debated, the dynamical motion of the
bubble@radius versus time, orR(t) curve# can be described
via the equations of nonlinear bubble dynamics.10 These
equations predict the overall motion quite well, as confirmed
using light scattering techniques.11

Most studies of sonoluminescence bubbles have cen-
tered on the light emission. In this paper we focus on the
acoustic emissions from SBSL, where we attempt to make
detailed measurements of the emission characteristics. The
motivation for this study arises, in part, from previous mea-
surements of the acoustic emissions using homemade hydro-
phones, in which the output signal appears to show evidence
of shock-induced ringing of the hydrophone.12 ~Evidence for
acoustic emissions can also be observed by placing a pill
transducer to the outside of a levitation cell; the shape of the
driving sinusoid becomes distorted when the levitated bubble
is near the sonoluminescence threshold.!

Previous studies of the acoustic emissions from cavita-
tion bubbles have typically involved cavitation fields,
whereby many bubbles are cavitating in a transient fashion.
Hence typical experiments rely on spectral characteristics of
the ‘‘noise’’ signal, since individual signals are hard to dis-
tinguish and correlate with a particular bubble.13 With SBSL,
we can directly observe the correlated emission from a single
cavitating bubble and, using light-scattering techniques,
monitor the dynamical motion simultaneously.14 In this pa-

per, we attempt to quantify some of those observations. In
particular, we have attempted to measure the acoustic pulse
amplitude and pulse width. Furthermore, we have attempted
to relate the location~in time! of the acoustic pulse with the
radial oscillations of the cavitating bubble. Our techniques
do not employ signal averaging, and hence, retain certain
characteristics of the pulse that might otherwise average out
due to jitter in signal triggering.15

Finally, we compare our measurements with calculations
for the radiated pressure from a cavitation bubble. In one
case we assume that the bubble wall generates the observed
pressure pulse; in another case we assume the observed pulse
is due to a shock wave originating from inside the bubble.
We find that the pulse amplitude calculated using the internal
shock-wave method is consistent with experimental mea-
surements, however, the pulse width does not agree with
measurements. Calculations of the acoustic emissions based
on the bubble wall motion, on the other hand, overestimate
the pulse amplitude, but are consistent with the pulse width.

I. EXPERIMENT

Our experiment was performed in a quartz cylindrical
levitation cell~7.5-cm tall by 4.5-cm diameter! closed at the
bottom with a glass plate, and open on top to the atmosphere.
The levitation cell is filled with degassed~with air, to ap-
proximately 15% of saturation!, filtered, room-temperature
water to a height of 6.0 cm. The driving frequency of 33.8
kHz corresponds to the fundamental resonance~a single-
pressure antinode located at the center! of this cell. The pres-
sure field along the axis of the cell was measured with a
~low-frequency! calibrated Dapco needle hydrophone.16 The
acoustic emission can be observed using either a needle hy-
drophone or a focused transducer, as described below. The
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levitation cell is mounted on a three-dimensional translation
stage so that fine control of the positioning can be obtained.

A. Needle hydrophone measurement

In this experiment a~high-frequency! calibrated 5-cm-
long needle hydrophone~Precision Acoustics,17 model 340!
is used to measure acoustic emissions from a cavitating
bubble, both below, and above the sonoluminescence thresh-
old. The hydrophone employs a polyvinylidene fluoride
~PVDF! sensor with an aperture of 200mm. The PVDF
thickness is 9mm ~with a sound speed in PVDF of about
2250 m/s, thel/2 resonance occurs at 125 MHz!. A 20-dB
preamp ~Precision Acoustics model HP1, manufacturers
rated bandwidth of 100 MHz! is attached directly to the hy-
drophone. The output is then delivered to another preamp
~EG&G! model 115, 100-MHz bandwidth, 20-dB gain! be-
fore being delivered to a fast digitizing oscilloscope~LeCroy
9362, 1.5-GHz analog bandwidth, 10-GS/s digitizing rate!.
The location of the hydrophone, approximately 1 mm above
the bubble, is the closest we could come without disturbing
the bubble significantly~at this separation distance, we could
not employ signal averaging due to the slight jitter of the
bubble!.

Figure 1 illustrates signals observed from a cavitating
bubble using this system. Below the sonoluminescence
threshold@shown in Fig. 1~a!# the signal is weak~'0.4 bar!,
and shows a rise time of approximately 10 ns. The pulse

width is approximately 20 ns~the drive pressure amplitude,
Pa'0.9 bar, for this case!. We note that this signal is not
necessarily typical of all signals observed below the thresh-
old. Repeatable measurements are difficult to obtain due to
the instability of the bubble. This signal represents one of the
larger amplitude signals that we were able to obtain. Smaller
amplitude signals can be more rounded than shown here,
probably due to a slight misalignment between the bubble
and hydrophone. This issue is discussed later.~We note that
it would be difficult to make a series of progressive measure-
ments of the acoustic emission amplitude as the bubble is
driven from below the light-emission threshold to above the
threshold, due to the jitter, or dancing motion of the bubble
as the threshold is approached.!

Above the SBSL threshold@Fig. 1~b!#, the signal ampli-
tude is much larger~approximately 1.7 bar! and sharpens,
with a 5.2-ns rise time~10%–90% transition!. The measured
rise time approaches the bandwidth of our system,18 so that
the actual pulse may have a slightly faster rise time and
higher amplitude~the drive pressure amplitude for this case
was'1.5 bar!. Note that at a distance of 1 mm, the curvature
of the wavefront differs from planar by approximately 0.3%.
This slight difference may add as much as 3 ns to the de-
tected rise time of the pulse, assuming the hydrophone edges
are as equally sensitive as the center portion of the hydro-
phone. Thus our measurements are limited by the finite cur-
vature of the wavefront, and by the bandwidth of our detec-
tor.

The pulse width of the signal above the threshold is
about 25 ns. In addition, one can see small perturbations on
the back side of the pulse, near 54 and 63 ns. We believe
these perturbations are due to reflections of the signal within
the 9-mm-thick PVDF~the travel time between the front and
back portion of the PVDF is'4 ns!. Taking these perturba-
tions into account, the pulse width of the SBSL emission is
similar to the pulse width observed for a bubble below the
sonoluminescence threshold.~Also note that needle hydro-
phones can resonate via reflections within the needle itself.
In our case, these reflections occur at a much lower fre-
quency, and are delayed in time relative to the appearance of
the main signal.!

B. Focused transducer measurement

A 10-MHz focused transducer~focal length525 mm,
aperture size56.35 mm! was also employed for observing
the acoustic emission from cavitating bubbles.19 For this ex-
periment the transducer was positioned in the levitation cell,
with care taken not to trap air beneath the concave transducer
element. The face of the transducer sat 5 mm below the
water line and was positioned for maximum response from
the bubble emission. The output of the transducer was either
input directly into a digitizing oscilloscope~LeCroy 9450,
400 MHz!, or into a 40-dB preamp before being delivered to
the oscilloscope~the distinction is made clear below!.

In this experiment we also measured simultaneously the
radius versus time curve for the bubble using a light scatter-
ing technique. We used an argon/ion laser~at 200 mW!, with
an emission at 514 nm for these measurements. The intensity

FIG. 1. Typical signal observed for a bubble~a! below, and~b! above the
luminescence threshold, measured with a calibrated 0.25-mm aperture
needle hydrophone. The measured rise time of the signal in~a! is approxi-
mately 10 ns. The general increasing trend in the signal over these time
scales is due to the changing drive pressure amplitude. The measured rise
time ~5.2 ns! and amplitude~1.7 bar! in ~b! may be limited by the 100-MHz
bandwidth preamp, as well as the finite curvature of the wavefront, as dis-
cussed in the text.
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scattered from the bubble was observed with a photomulti-
plier tube~RCA 9495 KB!. The method is described in more
detail elsewhere.1,11

Figure 2 illustrates the large acoustic signals observed
from SBSL being driven near its maximum light output
(Pa'1.5 bar) with ~a! and without ~b! the added 40-dB
preamp. The initial signal from each pulse corresponds to a
positive pressure incident on the transducer, as verified with
the needle hydrophone. The remainder of each separate sig-
nal is probably due to transducer ringing~the ringing occurs
at 10 MHz!.

The initial spikes in Fig. 2~a! and ~b! correspond to the
acoustic emission from SBSL at or near the minimum of the
bubble radius, where the light emission is also observed.
This was verified by recording the time delay between the
light emission@using a photomultiplier tube~PMT!# and the
acoustic emission, taking into account the travel time of the
acoustic pulse from the bubble to the transducer. We used a
pulse–echo technique to measure the travel time,20 which
was found to be 16.7760.025ms. The estimated error
comes from resolving the true arrival time of the pulse.
There is also a small systematic error in the pulse–echo mea-
surements, since we ‘‘pinged’’ off the bubble during its
growth phase, and not near the bubble minimum. Assuming
the echo originated when the bubble was 20mm, we estimate
the added propagation time from a bubble of 1mm to be 13
ns.

Because of the high signal-to-noise ratio~due in part to
the geometrical gain from focusing!, we are also able to ob-

serve several of the smaller pulses associated with the re-
bounds. This can be verified by simultaneous measurements
of the R(t) curve using our light scattering system. Figure 3
shows a single-shotR(t) curve together with the single-shot
acoustic emission pulses. In Fig. 3~a! the general features for
both the light scattered data and acoustic emission data are
shown, and in Fig. 3~b! an expanded view of the boxed re-
gion is shown, clearly showing the correspondence of the
R(t) curve and acoustic emission pulses~for this figure the
acoustic emission data was shifted by a time corresponding
to the acoustic travel time to the transducer!.

The addition of a 40-dB preamp allowed us to compare
the relative amplitudes of the rebound, or afterbounce emis-
sions ~see Fig. 2!; however, with the preamp in place, the
initial signal amplitude becomes distorted due to its rela-
tively large amplitude. Thus for comparisons, we examine
the relative amplitude of the large main signal with the first
afterbounce emission without the preamp, and then compare
the relative afterbounce emissions using the preamp.

II. DISCUSSION

The acoustic emission measured with the needle PVDF
hydrophone clearly shows that the SBSL-generated acoustic
pulse has a fast rise time and relatively large amplitude, sug-
gesting the presence of a shock emitted from the bubble. If
we assume the pulse is only affected by spherical spreading,
then a measured pressure amplitude of 1.7 bar~at '1 mm!
implies that near the bubble minimum ('1 mm), the pres-
sure would be 1700 bar@acoustic Mach number of 1.13~Ref.

FIG. 2. Pressure pulses from an SBSL bubble measured with the focused
transducer. The output from the transducer~a! with and ~b! without a sec-
ondary 40-dB preamp. In~a! the first pulse amplitude causes distortion in
the preamp, such that no amplitude comparisons can be made of that par-
ticular signal with the other pulses.

FIG. 3. ~a! A single-shotR(t) curve as measured using our light-scattering
system, with the corresponding acoustic signature.~b! A detailed view of the
boxed area in~a!. The acoustic data is shown here shifted in time equal to
the time necessary for sound to travel from the bubble to the transducer,
about 16.77ms.
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21!#. This prediction is a lower bound, since absorption and
instrumental effects have been neglected. In the Appendix
we show that we can estimate the effects of attenuation
~other than spherical spreading! if we assume that the mea-
sured pulse nearly corresponds to the actual pulse. This al-
lows us to estimate the pulse spreading and amplitude reduc-
tion that would occur because of absorption and finite-
amplitude effects. The results show that, forr>5 mm,
neither linear absorption nor finite-amplitude effects affect
the pressure pulse to any significant degree, so thatif the
measured pulse is nearly representative of the actual pulse,
spherical spreading is the dominant attenuation mechanism,
and pulse spreading is minimal~we emphasize our measure-
ment is close to the bandwidth limitations of our system, so
that it is possible that the actual pulse has a shorter rise time
and a larger amplitude, and the resulting analysis from the
Appendix is thus an approximation!.

Comparisons of the measured pressure amplitude with
calculations can be insightful. For instance, one-dimensional
~1-D! hydrodynamic simulations of a collapsing bubble have
shown that a shock wave can be generated within a bubble
during its collapse.22–24This shock wave converges, reflects,
then diverges from the center of the bubble. Meanwhile, the
radius of the bubble continues to decrease until the diverging
shock wave reaches it, after which the radius begins to in-
crease. The shock wave continues to propagate into the liq-
uid, where its strength diminishes rapidly due to spherical
divergence. The calculated shock pressure amplitude is ap-
proximately 2 bar at a distance of 1 mm from the center of a
nitrogen bubble, withR054.5mm andRmax544mm.

This calculated pressure amplitude agrees with our mea-
sured pressure amplitude~at 1 mm from the bubble!. It is
important to note, however, that the calculated amplitudes
are sensitive to the initial conditions, including the gas con-
tent in the bubble; for a nitrogen bubble withR054.5mm
andRmax536mm, the shock pressure amplitude is approxi-
mately 1.2 bar at a distance of 1 mm from the bubble~com-
pared to 2 bar forRmax544mm!.

Although consistent with the measured peak amplitude,
the hydrodynamic simulations predict that the pulse width be
approximately 40 ps at 1 mm from the bubble center. The
measured pulse width is near 20 ns.

In the above analysis, the radiated pressure results from
acoustic waves interior to the bubble, propagating out into
the fluid. However, one would expect acoustic emissions
even with a spatially uniform gas pressure in the bubble. In
this case, the acoustic emission would be due to the large
decelerations that arrests the bubble wall’s inward collapse.
We can examine this deceleration mechanism for acoustic
radiation from a radially pulsating bubble, subject to simpli-
fying assumptions. For the sake of conciseness, we leave the
details to the interested reader.25–27 The calculation depends
on the radius-time dynamics of the bubble, which we obtain
via the Keller equation.28 Note that pressures calculated with
this method should overestimate the actual pressure, since
not all loss mechanisms are included in the Keller equation,
nor is the Keller equation strictly valid near where the radi-
ated pressure originates.

Nevertheless, using this deceleration-mechanism method

for calculating the radiated pressure, we find that the maxi-
mum pressure amplitude at the location of the hydrophone
~for an equilibrium radius ofR054.5mm and a driving pres-
sure of Pa51.5 bar! is about 15 bar. As in the previous
hydrodynamic simulations, this method also shows a similar
variability in the radiated pressure with initial conditions
~e.g., a driving pressure ofPa51.3 bar yields a maximum
pressure amplitude of about 5 bar at 1 mm!. Interestingly, the
pulse width calculated using this method is 20 ns. Thus al-
though the peak pressures are overestimated~as one would
expect!, the pulse width is consistent with the measured val-
ues.

Further insight can be obtained from data obtained with
the focused transducer. Although the focused transducer is
not calibrated, and ringing is evident, we expect the peak
signal is proportional to the pressure amplitude. The ob-
served reduction in amplitude after each rebound is not pre-
dicted by either model discussed here. Both models consis-
tently overpredict the ~relative! rebound amplitudes,
indicating that further dissipation terms are needed to better
predict the rebound dynamics.

From these calculations we cannot positively discern
whether the emission is from the bubble wall, as it arrests its
inward collapse, or whether the emission is due to a shock
wave propagating from the bubble interior. Perhaps the emis-
sion is due to both phenomena. For instance, Fig. 1~b! ap-
pears to show a small precursor att'30 ns~although diffi-
cult to distinguish among the other wiggles, the precursor
always shows up as an almost flat signal lasting'10 ns,
lacking the normal noise oscillations!. This precursor may be
due to the initial acceleration from the bubble as it begins to
arrest its collapse. However, this precursor may also simply
be due to a small misalignment of the needle hydrophone, as
is typically observed in similar measurements. A small mis-
alignment causes the pulse to reach the casing of the hydro-
phone first. This signal propagates faster than the pulse in the
water, and reaches the sensor element first, giving the pre-
cursor. Careful alignment is thus necessary; also, with mis-
alignment the rise time of the pulse widens, as it takes a
longer time for the wavefront to traverse the aperture of the
sensor element@as may be the case shown in Fig. 1~a!#.
Parenthetically, one might also expect acoustic radiation
from translational motion of the bubble as a result of the
Bjerknes and buoyancy forces; however, this radiation
should be much smaller than the radiation from other
means.12

Another feature observed with the focused transducer is
that the period between successive acoustic emissions de-
creases. This corresponds to a decrease in the rebound pe-
riod. The observed decreasing period is due to the varying
drive pressure amplitude over the acoustic cycle. During the
rebounds, the drive pressure is increasing, causing the bubble
to ‘‘ring’’ at a higher rate. This decrease in the period be-
tween subsequent rebounds can also be observed in our light
scatter data, Fig. 3~b!.

III. CONCLUSION

Our observations of the correlated acoustic emissions
from a single cavitating bubble show that the acoustic emis-
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sions originate at or near the local bubble minima. This was
accomplished using a focused transducer and pulse–echo
technique to determine the travel time of the acoustic emis-
sion, and comparing this travel time to the time of light emis-
sion for an SBSL bubble. In addition, we have also observed
acoustic emissions from the rebounds, as verified by simul-
taneous light scattering from the bubble. Finally, using a
needle hydrophone and fast digitizer, we found that the fast
rise time and relatively large amplitude of the observed
acoustic signal for an SBSL bubble suggests that a diverging
shock wave is propagated through the liquid.

Hydrodynamic simulations correctly predict the pressure
amplitude, but not the pulse width. Bubble dynamics equa-
tions overpredict the pressure amplitude, but correctly pre-
dict the pulse width. Inclusion of other loss mechanisms not
currently contained in the theories may further clarify the
situation.

Previous measurements at distances of several mm from
the bubble have shown that the amplitude does obey spheri-
cal spreading.12 It would be interesting to determine whether
the emission is also spherically symmetric. Asymmetric col-
lapse hypotheses could possibly be tested by examining the
acoustic emission amplitude at various locations around the
bubble. One would expect that an asymmetric bubble col-
lapse would generate an asymmetric~possibly toroidal!
acoustic pulse. We are presently examining the possibility
that such a measurement can be made accurately.

Finally, the acoustic emission data from the focused
transducer also clearly illustrates a simple and inexpensive
technique for monitoring the stability of single-bubble
sonoluminescence. Minimizing the pulse-to-pulse jitter from
the acoustic signal is a means to fine-tuning the sonolumi-
nescence apparatus without the cost and the dark lab envi-
ronment necessary with light detectors.
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APPENDIX: ESTIMATION OF PULSE BROADENING
AND AMPLITUDE REDUCTION BY ABSORPTION
AND NONLINEARITIES

The goal of this Appendix is to estimate the effects of
absorption and nonlinearities on the acoustic pulse during the
propagation from near the bubble, out to 1 mm, where the
hydrophone was located. Absorption and nonlinearities result
in a broadening of the pulse width and a reduction in the
pulse amplitude.

The pulse measured in Fig. 1~b! is typical of those ob-
served in underwater explosions and spark discharges. We
modeled the propagation of the pulse as a spherically spread-
ing, progressive, finite-amplitude wave. The assumption of a
spherically spreading, progressive wave is valid for a radius

greater than approximately 5mm ~that is, largeka!. We are
not able to model the propagation characteristics at smaller
radii; full hydrodynamic methods must be used.~It is inter-
esting to note that using the full hydrodynamic simulations,
the acoustic pulse in water comes from within the bubble, as
a diverging shock wave. Artificial viscosity is used to match
the hydrodynamics with the Rankine–Huginot relation.!

Finite-amplitude acoustics is a valid model in water for
acoustic amplitudes up to about 1 kbar~Mach number of
1.08!. The equation used to describe pulse propagation, ac-
counting for spreading, nonlinearities, and absorption, is a
generalized form of the Burgers equation,29 given by
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]t82 , ~A1!

where P is the pressure,r is the radial distance,c0 is the
ambient speed of sound in the liquid,r0 is the ambient den-
sity of the liquid,b is the coefficient of nonlinearity,d is the
linear absorption coefficient, andt85t2r /c0 is a retarded
time. Spherical spreading of the pulse is described by the
second term on the left-hand side of Eq.~A1!. Nonlinearities
are described by the third term, while linear absorption is
described by the first term on the right-hand side of Eq.~A1!.

Our goal of determining the absorptive and nonlinear
losses that result in the observed pressure pulse is hampered
by the interaction of the nonlinear and absorption terms in
Eq. ~A1!, which precludes us from using the pulse measured
at 1 mm to determine the acoustic pulse close to the bubble.
However, if the absorption term is neglected in Eq.~A1!, the
lossless Burgers equation is obtained. The lossless equation
may be solved using the Earnshaw solution, in conjunction
with weak shock theory to account for the presence of
shocks.30 The pulse can then be backpropagated to the de-
sired location; the price paid is that shock rise times~at the
earlier position of the pulse! cannot be predicted.

For a triangular-shaped pulse there is an analytical solu-
tion describing the evolution of the pulse.31 The pulse mea-
sured in Fig. 1~b! was approximated as a triangle wave with
amplitude 2 bar and duration 20 ns. Backpropagation tor
55 mm ~the limit for validity using this approach! using
weak shock theory, produced a prediction of a triangle wave
of amplitude 412 bar and duration 19.4 ns~small-signal
acoustics would predict 500 bar and 20 ns!. The effect of
finite-amplitude effects appeared to be quite small. A full
numerical solution of the generalized Burgers equation32 was
then used to forward propagate the triangle wave fromr
55 mm to r 51 mm. At r 51 mm the code predicted a
triangular-shaped pulse with a rise time of 2 ns. The pre-
dicted rise time is a little shorter than actually observed and
indicates that the bandwidth of the hydrophone and finite
curvature of the wavefront may have limited the rise-time
measurement; there may also have been a slight misalign-
ment between the hydrophone and bubble, resulting in a
broadening of the pulse.

This approach is limited to estimating the effects of ab-
sorption and nonlinearities for a radiusr>5 mm. It benefits
from the fact that we can use the measured pulse character-
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istics to estimate the losses, which appear to be small over
the range considered. In any case, the measured pulse ampli-
tude and rise time represents a lower and upper bound, re-
spectively, to the actual pulse.
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Rayleigh wave dispersion due to a distribution of semi-elliptical
surface-breaking cracks
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A model describing changes of Rayleigh wave velocity caused by distributions of two-dimensional,
surface-breaking cracks is presented. The results are obtained by extending an approach recently
presented by the same author@C. Pecorari, J. Acoust. Soc. Am.100, 1542–1550~1996!# for the
analogous problem concerning distributions of one-dimensional cracks. The method developed in
the previous article to evaluate the effective elastic constants of a cracked surface is presented here
again and its assumptions are discussed in greater detail. A comparison between theoretical
predictions and experimental results is also presented. ©1998 Acoustical Society of America.
@S0001-4966~98!05002-4#
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INTRODUCTION

Polishing the surface of ceramic components inevitably
introduces microdamage in the region proximal to the sur-
face of the sample. Surface damage appears in the form of
surface roughness, residual stresses, and distributions of mi-
crocracks. Of the three, the latter is the one which most
strongly affects the level of performance and lifetime of ce-
ramic components.

Pattern and shape of microcracks generated by surface
polishing depend on the shape of the particles used in the
process. Particles of round shape generate cracks which are
similar to those produced in a Hertzian indentation test. Such
cracks appear at the surface of the sample as semicircles in
the wake of the particle motion; they are roughly parallel to
each other, and they extend in depth in a diverging conical
shape. Particles with sharp edges, on the other hand, generate
cracks similar to those produced during a Vickers indenta-
tion test. They are of three kinds: lateral, median, and radial
cracks. Lateral cracks run parallel to the surface, and are
responsible for material removal. Median and radial cracks
extend normally to the surface into the bulk, with the cracks
along the polishing direction usually being deeper than those
normal to it. The depth of these cracks is of the order of a
few microns.1

The complete characterization of complex, random
structures, such as those of crack distributions generated dur-
ing surface polishing, requires the knowledge of a large
number of parameters. The need for a variety of techniques
enabling the study of different properties of such systems is,
therefore, apparent. Surface acoustic waves~SAW!, and in
particular Rayleigh waves, have been widely used in NDE to
characterize both mechanical and structural properties of sol-
ids in their near-surface regions. Of relevance to the present
subject, for example, Chuet al.,2 and Hefetz and Rokhlin3

investigated thermal shock damage in ceramics by means of
ultrasonic waves. They used measurements of leaky Ray-
leigh wave velocity to obtain the effective shear modulus of
the cracked material under the assumption that the cracks

were distributed uniformly in the whole bulk of the sample.
The case in which the distribution of cracks exists only in the
near-surface region was not dealt with, and, to the best of
this author’s knowledge, an exhaustive theoretical model de-
scribing the interaction of a Rayleigh wave with a distribu-
tion of surface cracks has not yet been developed. In a recent
article,4 this author proposed a heuristic model to predict
Rayleigh wave velocity changes due to a distribution of one-
dimensional, noninteracting, surface-breaking cracks. Ac-
cording to this approach, a real medium having a cracked
surface is modeled by an effective medium consisting of an
anisotropic layer on an isotropic substrate. The elastic prop-
erties of the substrate are those of the uncracked host me-
dium, whereas those of the effective layer are modified by
the crack distribution. Since both the actual system and the
effective medium are inhomogeneous, the mean field sup-
ported by them cannot have the same dependence on the
space variables as a Rayleigh wave. Thus the phase velocity
of a Rayleigh wave propagating on a cracked surface is cal-
culated as that of the lowest surface mode supported by the
effective layered system described above. Velocity reduc-
tions of up to 3% were predicted for distribution of cracks
having a depth of 0.03l, wherel is the wavelength of the
unperturbed Rayleigh wave.

In this work, the effective medium approach outlined
above is extended to the case of a two-dimensional distribu-
tion of semielliptical cracks. Kachanov’s method5 is pre-
sented here again in some detail to allow the addition of
critical comments to the discussion reported in the previous
article. A comparison between theoretical predictions and the
experimental results presented by Tardyet al.6 concludes the
paper.

I. A HEURISTIC MODEL FOR A CRACKED SURFACE

This approach is developed in the low-frequency limit,
and neglects crack interaction.4 Kachanov’s approach5 is
used to evaluate the effect of the crack distribution on the
elastic properties of the near-surface region. Like any other
effective medium approach, Kachanov’s method requires the
identification of a representative volume element~RVE!. In
this work, as in the preceding article,4 the crack distribution
is essentially two dimensional, and, therefore, a representa-

a!The author’s new address is now Institute for Advanced Materials, SCI
Unit, P.O. Box 2, 1755 ZG, Petten, The Netherlands.
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tive surface element~RSE! should be used. However, since
the cracks extend outside the RSE and their elastic response
is nonlocal, the evaluation of the average properties of the
near-surface region requires the use of a volume element
which contains the whole extent of the cracks included in a
RSE.

If a statistically homogeneous, three-dimensional distri-
bution of defects is introduced in a homogeneous medium,
the latter can be represented by an effective medium which is
still homogeneous. On the other hand, a two-dimensional
distribution which is contained in a three-dimensional host
medium inevitably changes the average structural properties
of the system. In this case, a medium representing the aver-
age properties of the real system must reflect the average
inhomogeneous structure of the latter. Also, as a conse-
quence of the structural change just mentioned, the coherent
field associated with a Rayleigh wave propagating over a
cracked surface may be expected to have a different spatial
dependence, though it must satisfy the same boundary con-
ditions enforced on a Rayleigh wave.

The strain field,e~x!, in the near-surface region of a
system with a uniform distribution of two-dimensional
cracks, which are all parallel to they-z plane and have the
same depth,h, can be written as follows:

e~x!5S0:s~x!1
1

2 (
r 51

N

@b~xr !n̂r1n̂rb~xr !#

3d~x2xr !u~V r !. ~1!

In Eq. ~1!, S0 is the compliance tensor of the uncracked
material, s~x! is the total stress field,b(xr) is the crack
opening displacement~COD! of the r th crack,n̂r is the unit
vector normal to the crack faces, andu(V r) is the character-
istic function of ther th crack, i.e.,u(V r)51 if xPV r , and
u(V r)50 if x¹V r . The symbolV r represents the area of
the r th crack. Since the cracks are parallel to each other, a
frame of reference can be chosen so thatn̂r5 x̂5(1,0,0).
The delta function dependence ofe~x! on the variablex is to
be ascribed to the displacement discontinuity localized on
the crack face. Although not explicitly included in the nota-
tion, both strain and stress fields depend on the location of
the N cracks. Assuming that the cracks are distributed uni-
formly over a RSE,A, that is, the distribution is character-
ized by a constant probability density function,
w(x19 ,x29 ,...,xN9 )51/AN, the average strain field is found to
be

^e~x!&w5S0:^s~x!&w1
1

2AN E E E
PA

(
r 51

N

@b~xr !n̂r

1n̂rb~xr !#d~x2xr !u~V r !dx19 dx29 ••• dxN9 ,

~2!

where the symbol̂•&w represents the ensemble average, and
x19 ,x29 ,...,xN9 are the projections of the corresponding posi-
tion vectors on thex-y plane.

A local relationship between the coherent strain and
stress fields cannot be found at this stage because the COD is
a nonlocal quantity with respect to the stress applied to the

crack faces. This fact prevents the definition of a local effec-
tive medium, as it is done for three-dimensional crack
distributions.5 However, physical intuition suggests that the
cracked surface may still be modeled as a local, homoge-
neous layer with reduced elastic constants which can be de-
rived from the average elastic response of the crack distribu-
tion. On this assumption rests the heuristic character of this
model. The average elastic response of the cracked surface
can be evaluated by using the local relationship between the
COD and the applied stress field averaged over the whole
surface of the crack. Also note that the average coherent
stress field so obtained is not required to satisfy the same
boundary conditions as the coherent field. The averaging of
both sides of Eq.~2! over the crack depth,h, yields

^e~x!&5S0:^s~x!&1
1

2Ah E E
Ah

(
r 51

N

@b~xr !n̂r

1n̂rb~xr !#d~x2xr !u~V r !dxr9 dz. ~3!

If the incident wave propagates in thex direction, then the
average field is expected to be independent ony. With this in
mind, after the integration over the volumeV5Axh is car-
ried out, Eq.~3! can be written as

^e~x!&5S0:^s~x!&1
NV

2Ah
@^b~x!&n̂

1n̂^b~x!&#, for 0,z,h, ~4!

^e~x!&5S0:^s~x!&, for z.h, ~48!

where the assumption that the cracks are identical has been
made explicit. By introducing into Eq.~4! the crack density
n5N/A, and the crack compliance tensor,Bi j , defined by

^b~x!& i5hBi j ^s~x!& jknk , i , j ,k51,2,3, ~5!

the i j th component of̂ e(x)& for 0,z,h becomes

^e~x!& i j 5Si jrs
0 ^s~x!& rs1

nV

2
@Bir nsnj1Bjr nsni #

3^s~x!& rs . ~6!

If Bi j is given in terms of the crack normal and shear com-
pliances,B1 , B2 , and B3 ,1 Eq. ~6! can also be written as
follows:

^e~x!& i j 5H Si jrs
0 1

nV

2
@2~B12B2!ninjnrns

1B2~njnsd ir 1ninsd j r !1~B32B2!

3~njnsd i3d r31ninsd j 3d r3!#J ^s~x!& rs , ~7!

or

^e~x!& i j 5~Si jrs
0 1DSi jrs !^s~x!& rs , for 0,z,h. ~78!

Equations~78! and ~4! show that the average elastic proper-
ties of the actual system can be represented by a homoge-
neous surface layer of depthh lying on a homogeneous sub-
strate ~Fig. 1!. Consistency would require the use of the
coherent field in the evaluation of the COD, and, conse-
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quently, of B1 , B2 , and B3 @Eq. ~5!#. However, since the
crack distribution is supposed to cause just a small perturba-
tion to the Rayleigh wave, the true coherent field may be
substituted by the stress field carried by a Rayleigh wave for
this purpose.

When a crack is subjected to an inhomogeneous stress
field, the quantitiesB1 , B2 , andB3 may show a slight de-
pendence onh/l even within the range of values considered
here for this parameter, and, therefore, they cannot be con-
sidered to describe intrinsic properties of the crack. Nonethe-
less, for a given set of crack compliance constants,B1 , B2 ,
andB3 , that is, for a given applied stress field,Si jrs

0 1DSi jrs

can be used to define the elastic properties of anad hoc
effective layer. A convenient mathematical way to obtain
explicit expressions for the componentsDSi jrs in terms of
B1 , B2 , andB3 , is to assume the layer to be subjected to a
constant test stress field, ^s(x)& rs5(s/2)(d rmdsn

1dsmd rn). Then,

DSi jrs5
nV

2
@g i j rs1~a jsd ir 1a j r d is1a isd j r 1a ir d js!

1~b isd j 3d r31b ir d j 3ds31b jsd i3d r3

1b j r d i3ds3!#, ~8!

where

a i j 5B2ninj , ~9a!

b i j 5~B32B2!ninj , ~9b!

g i j rs54~B12B2!ninjnrns . ~9c!

If a distribution of identical cracks which are parallel to
the wave front of the propagating Rayleigh wave, that is,n̂
5 x̂, is considered, then the only nonzero elements of the
extra compliance tensorDSIJ are DS1152nVB1 , DS55

5nVB3/2, DS665nVB2/2. Here, Voigt’s notation has been
used. For the purpose of determining the change of phase
velocity of a Rayleigh wave propagating along thex direc-
tion on a surface with cracks parallel to they-z plane, only
the extra compliancesDS11 andDS55 need to be calculated.

II. NUMERICAL RESULTS

A fundamental step in modeling the layer’s elastic prop-
erties is the evaluation of the crack opening displacement,
b~x!. In this work the cracks are assumed to be semielliptical
with an aspect ratio of 3 to 1. The surface of each crack of
the distribution isV53ph2/2. A correct numerical proce-
dure to evaluate the COD of a two-dimensional surface-
breaking crack requires the use of the components of the
appropriate Green’s tensor as kernels of the integral equa-
tions for the components of COD.7 Unfortunately, the imple-
mentation of such a scheme is very computing intensive. In
this work, an approximated scheme proposed by Zhang and
Achenbach8 is adopted to estimate the COD of an individual
crack.

Let the crack surface be divided in narrow strips which
extend from the surface into the bulk of the material, and
terminate at the crack front. As shown in Fig. 2, the depth of
each strip changes with its position relative to the center line
of the crack. The COD of the two-dimensional crack within
each strip is then approximated by that of a one-dimensional
crack having the same depth as the strip. The COD of a
one-dimensional crack is evaluated first by solving the ap-
propriate integral equation for the dislocation densities, and
then by integrating the latter along the crack depth. For fur-
ther details about the numerical aspect of the problem con-
cerning the evaluation of the COD of a one-dimensional
crack, the reader is referred to Achenbachet al.9 and Achen-
bach and Brind.10

The method just described is expected to overestimate
the COD of a two-dimensional crack. Unfortunately, no ex-
act results for the COD of a two-dimensional, surface-
breaking crack insonified by a Rayleigh wave have been
found in the literature. The lack of benchmark results makes
it difficult to estimate the error associated with the approxi-
mation used here.

Once the COD is available, the components of the crack
compliance tensor,Bi j , can be calculated from Eq.~6!, and
with those the components of the extra compliance tensor of
the fictitious layer can be readily estimated. The numerical
results which follow are obtained for an alumina (Al2O3)
half-space with the following values of the bulk phase ve-
locities and the mass density:VL510 822 m s21, VT

FIG. 1. Surface with a distribution of two-dimensional cracks~a!, and the
effective medium consisting of a substrate of the host material supporting an
homogeneous, anisotropic layer~b!. The reference frame used in this work
is also illustrated.

FIG. 2. Partitioning of the crack faces.
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56163 m s21, and r53970 kg m23. The phase velocity of
the coherent field is evaluated according to the procedure
outlined in Ref. 4.

Figure 3 presents the normalized phase velocity of a
Rayleigh wave plotted versus the crack density for three val-
ues of the crack depth,h/l. The plots illustrate that the
effect of cracking on the wave velocity is almost negligible
for values of the normalized crack depth,h/l, below 0.02,
even for a crack density as large as 10 cracks/l2. However,
Fig. 3 also shows that cracks of depth quite smaller than the
Rayleigh wavelength may cause a decrease of the wave ve-
locity which is measurable, for instance, with a line-focus
acoustic microscope.

Figure 4 illustrates the dependence of the normalized
velocity on the normalized crack depth for three values of
the crack density. For crack densities lower than 1 crack/l2,
the variations of the wave velocity are smaller than 1% for
crack depths in the rangeh/l<0.06. For crack densities
higher than 1 crack/l2, variations of the crack depths cause

velocity changes of rapidly increasing magnitude.
The different behavior shown by the normalized velocity

when plotted versus the normalized crack density~Fig. 3! or
versus the normalized crack depth~Fig. 4! can be understood
as follows. When the crack density is changed and the nor-
malized crack depth is maintained constant, the dispersion is
entirely due to the change of the mechanical properties of the
layer. On the other hand, when the crack depth changes
while the crack density is maintained constant, the variation
of the phase velocity is affected not only by the change of
the elastic constants according to Eq.~8!, but also by the
change of the layer thickness. In other words, there is an
additional effect due to the change of geometry of the sys-
tem.

Recently, Tardyet al.6 have reported experimental dis-
persion curves of Rayleigh waves propagating on ground
ceramic surfaces. Such data have been acquired by means of
line-focus quantitative acoustic microscopy performed in
pulse mode. Of the three curves presented by Tardyet al.,
the one which did not show significant dispersion in the fre-
quency range between 6 and 14 MHz was used here to ob-
tained the value of the unperturbed Rayleigh wave velocity.
This value was used to normalize the other experimental
data, which are reported in Fig. 5. The depth of the cracks in
the surfaces was also measured directly by the authors, and
values of 20 and 12mm were reported for the maximum
damage depth in the two surfaces. It is known11 that cracks
in ground surfaces tend to be aligned along the grinding
direction, and, therefore, to be mostly parallel and in close
proximity to each other. This type of crack distributions can
be suitably approximated by the idealized distributions con-
sidered in this work. Simulations were run by using effective
crack depths of 15 and 9mm in order to account for cracks of
depth smaller than the maximum. Furthermore, semielliptical
cracks with an excessively large aspect ratio of 3 to 1 were
considered in the model in order to account for the close
proximity of the cracks in the real distributions. As Fig. 5
illustrates, a sufficiently good agreement between experi-
mental results and theoretical predictions have been obtained
for values of the crack density equal to 70 and 140 cracks per

FIG. 3. Normalized Rayleigh phase velocity versus crack density for three
values of the normalized crack depth.

FIG. 4. Normalized Rayleigh phase velocity versus normalized crack depth
for three values of the crack density.

FIG. 5. Theoretical~lines! and experimental~dots! results: a comparison.
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mm2. Schereret al.12 have estimated densities of crack-like
defects of the order of 103 mm22 in rather more damaged
surfaces by means of high-frequency acoustic microscopy.
Thus the values of 70 and 140 cracks per mm2 are to be
considered at least plausible.

III. CONCLUDING REMARKS

In this article, a heuristic model to predict variations of
phase velocity of a Rayleigh wave propagating on a surface
with a uniform distribution of semielliptical cracks which are
parallel to each other and normal to the direction of propa-
gation of the SAW has been presented. The heuristic nature
of the model requires the validity of its predictions to be
sought by means of a comparison with either experimental
results or theoretical predictions based on alternative ap-
proaches. The comparison presented here between experi-
mental results available in the literature and theoretical pre-
dictions have shown that, the heuristic nature of this model
notwithstanding, the model contains the correct physical el-
ements and adequately describes the experimental results ob-
tained on surfaces which can be dealt with by this model.

Although, at this stage, the numerical implementation of
the model is affected by a ‘‘systematic’’ error due to the
approximation chosen for the evaluation of the COD, this
should not be seen as an intrinsic limitation of the model.
Such an error could be removed by a correct evaluation of
the COD which may be obtained at the cost of greater com-
putational effort. The model itself, however, could also be
improved by allowing, for instance, the cracks to have dif-
ferent depths, and different orientations with respect to each
other and to the direction of propagation of the Rayleigh
wave ~see Pecorari4!.
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The problem of thermoacoustic streaming in a plane parallel resonant channel, representative of the
stack in a thermoacoustic engine, has been developed in a general dimensionless form. The utility
of such a formulation and its wide ranging applicability to different solid–fluid combinations is
demonstrated by which a consistent account of all the energy-exchange mechanisms can be made.
Certain~wide-gap, thick-wall! simplifications are initially made to arrive at more manageable forms
of the time-averaged temperature distributions of interest in both the fluid gap, and the channel
walls. These simplifications clarify the origin of the thermoacoustic effect and provide a description
of the responsible physical mechanisms based on which the validity of the ‘‘bucket-brigade’’ model
is examined. The unexpected role of a little-known second-order thermal expansion coefficient is
pointed out. It is shown that the conjugate wall–fluid coupling is crucial in yielding the large
time-averaged axial temperature gradients that can be induced in the channel. In particular, the heat
transfer rates at the ends of the channel are found to play an important role in determining the
magnitude of these time-averaged gradients. The more general and practically useful case of
arbitrary channel gap widths is also treated and it is found that for ideal gas working fluids there is
an optimum channel gap width for which the axial thermal stratification in the channel is
maximized. A comparison of the predictions from this study with available experimental data shows
very good agreement. ©1998 Acoustical Society of America.@S0001-4966~98!02203-6#

PACS numbers: 43.35.Ud, 43.35.Ty, 43.25.Nm, 43.20.Ks@HEB#

LIST OF SYMBOLS

^ . . . & time average of enclosed quantity
B (bmTm)2 (cm

2 /cpTm) @5~g21! for an ideal gas#
Bi1 Biot number atx5x1 , h1 /kKs

Bi2 Biot number atx5x2 , h2 /kKs

c.c.@ . . . # complex conjugate of enclosed quantity
c speed of sound in the fluid,v/k @m/s#
cp isobaric specific heat@J/kg K#
Ec Eckert number,U0

2/2cpDTref

f frequency@Hz#
g, g0 , g2 functions defined in Eqs.~32!, ~33!
G functions defined in Eq.~A3!
h1 heat transfer coefficient atx5x1 @W/m2 K#
h2 heat transfer coefficient atx5x2 @W/m2 K#
k wave number, 2p/l @m21#
K f fluid thermal conductivity@W/m K#
Ks solid thermal conductivity@W/m K#
K f s dimensionless parameter, (K f /Ks) ( l /dn)
l channel wall half-thickness@m#
m eigenvalues in Eqs.~19!, ~20!
M Mach number,U0 /cm

p* fluid pressure@Pa#
pm quiescent fluid pressure@Pa#

p dimensionless fluid pressure, (p* 2pm)/
%mcmU0

P0 acoustic pressure amplitude,%mcmU0 @Pa#
q* 9 heat flux@W/m2#
qw9 dimensionless wall heat flux@Eq. ~33!#
R$ . . . % real part of enclosed quantity
t* time @s#
t dimensionless time,vt*
ts dimensionless time,kst* / l 2

Tf* fluid temperature@K#
Ts* solid temperature@K#
Ti* steadyfluid–wall interface temperature@K#
Tm quiescent fluid temperature@K#
DTref reference temperature difference@K#
u* x component of velocity@m/s#
u dimensionlessx component of velocity,u* /U0

U0 acoustic velocity amplitude@m/s#
v* y component of velocity@m/s#
v dimensionlessy component of velocity,v* /

@U0(y0k)#
x* axial coordinate@m#
x dimensionless axial coordinate,kx*
x1 ,x2 x coordinates of channel ends
x̄ x coordinates of channel midpoint, (x11x2)/2
Dx dimensionless channel length, (x22x1)
dx dimensionless channel length,dx52Dx/pa!Formerly in the U. S. Naval Reserve.
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y* ,ŷ* normal coordinate in fluid@m#
y dimensionless normal coordinate in fluid,y* /y0

ys* normal coordinate in wall@m#
ys dimensionless normal coordinate in wall,ys* / l
y0 channel gap half-width@m#

Greek letters
b fluid thermal expansion coefficient@1/K#
g ratio of isobaric to isochoric specific heats
dn viscous penetration depth,A2n/v @m#
dk fluid thermal penetration depth,A2k f /v @m#
ds solid thermal penetration depth,A2ks /v @m#
es complex constant defined in Eq.~13!
h dimensionless normal coordinate in fluid,ŷ* /dn

h0 dimensionless gap half-width,y0 /dn

h0As dimensionless gap half-width,y0 /dk

k f fluid thermal diffusivity @m2/s#
ks solid thermal diffusivity@m2/s#
l wavelength@m#
n kinematic viscosity@m2/s#
j ‘‘second-order’’ thermal expansion coefficient

@Eq. ~23!#

%* fluid density@kg/m3#
%m quiescent fluid density@kg/m3#
% dimensionless fluid density, (%* 2%m)/M%m

s Prandtl number
f dimensionless fluid temperature, (Tf* 2Tm)/

DTref

F dimensionless solid temperature, (Ts* 2Tm)/
DTref

w dimensionlesssteady fluid-wall interface tem-
perature, (Ti* 2Tm)/DTref

v angular frequency@rad/s#
Vn eigenvalues in Appendix B

Superscripts
* represents dimensional quantities

Subscripts
f fluid
s solid
m quiescent conditions
0,1,2, . . . order in solution expansion@Eq. ~8!#

BACKGROUND AND INTRODUCTION

Thermoacoustics can be simplistically defined as the
physics of the interaction of thermal and acoustic fields, es-
pecially in the form in which one gives rise to a significant
component of the other. A more careful description may be
found in the general review article by Rott1 from which it
becomes clear that the field of thermoacoustics can be
broadly classified into essentially two main branches on the
basis of cause and effect, namely:~a! time-averaged heat/
temperature-gradientdriven fluid oscillations, and~b! time-
averaged heat/temperature gradientsinduced byfluid oscilla-
tions.

The former topic includes, among other issues, the vast
body of work on Rijke~and related! tubes and has received
considerably far more attention than the latter~see the recent
comprehensive review by Raunet al.2!. It is however only
the latter topic with which this paper is concerned, and has
been most aptly namedthermoacoustic streamingby Rott,1

by analogy withacoustic streaming, to describe the signifi-
cant second-order time-averaged heat transfer effects pro-
duced by the interaction of strong acoustic fields with rigid
boundaries. In the context of commonly used terminology in
the thermoacoustic engine literature, this paper deals prima-
rily with the thermoacoustic streaming effects associated
with the ‘‘refrigerator’’ mode ~vice the ‘‘prime-mover’’
mode! of operation of a thermoacoustic engine. Notable
early contributions to this area of thermoacoustic streaming
were made by Rott3 and Merkli and Thomann4 ~see also
references in the paper by Rott1 to a series of studies with his
co-workers!, and more recently by Jeong and Smith,5 and on
a related subject by Bauwens.6 This topic has gained particu-
lar prominence in the past decade or so, due to its applica-
bility to the fundamental processes of interest in thestack
region of a thermoacoustic engine. Wheatleyet al.7–9 and

Hofler10 have provided some preliminary discussions of the
theory of such engines and obtained experimental data using
a ThermoAcousticCouple ~TAC! model of the stack, con-
firming the basic nature of the heat-generating mechanism
underlying thermoacoustic streaming. An account of related
developments with relevance to thermoacoustic engines,
along with a more detailed review of both the principles of
operation and the references in the literature, may be found
in a fine tutorial article by Swift.11 ~The notation here is
largely based on this tutorial article.!

Atchley et al.12 have also conducted further detailed ex-
periments using TACs to obtain a better quantitative com-
parison with the theory, especially at practically relevant
high acoustic drive ratios. Numerical methods have also been
used by Caoet al.13 to study the energy transport rates in
such TACs. Reports of more detailed experimental perfor-
mance studies may be found in the papers by Swift14 and
Olson and Swift15 on the overall effect of loading on such
thermoacoustic engines. Various engine geometries have
been explored, such as the radial wave engine discussed by
Arnott et al.16 In addition, various stack geometries and their
thermoacoustic effects have also been investigated, such as
the pinstack~with some superior features! treated by Swift
and Keolian.17 A general porous medium formulation has
been provided by Arnottet al.18 for arbitrarily shaped stack
cross sections. This paper however deals only with a simple
representative configuration, i.e., a plane-parallel channel
stack geometry in a straight resonant duct, so as to concen-
trate attention on some fundamental thermoacoustic effects
in the stack which form the primary focus of this study. The
traveling wave mode of operation and the associated Stirling
engine effects of a thermoacoustic engine which have been
studied theoretically and experimentally by Raspetet al. and
Kordomenoset al.19–21 for the case of aninviscid ideal gas
are not treated here; this paper deals strictly with the resonant
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standing wave mode of operation, although for the more gen-
eral case of a real viscous heat-conducting fluid~gas or liq-
uid!.

The promise of the applicability of thermoacoustic en-
gines as a practical and environmentally benign means of
generating a useful refrigerating effect has been discussed by
Hofler,22 Garrettet al.23,24and Swift,25 and successful overall
optimization studies have been initiated by Minneret al.26

and Wetzel and Herman.27 In this regard, research attention
has more recently turned to obtaining a detailed understand-
ing of the various ‘‘subsystems’’ in a thermoacoustic engine
which have been identified as potential bottlenecks to future
development, especially for operation at more practically rel-
evant high acoustic drive ratios for which nonlinear effects
are significant. This aspect has received much attention for
the ‘‘prime-mover’’ mode of operation, from the viewpoint
of stability or threshold of start-up, and subsequent build-up
of the acoustic field as evidenced by the experimental studies
of Atchley et al.28–31and Arnottet al.,32 and the more recent
theoretical explanations offered by Watanabeet al.33 and
Yuan et al.34 However the thermoacoustic streaming behav-
ior in the ‘‘refrigerator’’ mode of operation relevant to this
paper has received less attention, although there is consider-
able interest in~for instance! the fluid and heat transport
behavior inside~and in the vicinity of! the stack, with appli-
cation to impedance behavior, energy flux densities and heat
transfer rates to the adjoining heat exchangers. The recent
experimental work of Wetzel and Herman35 using holo-
graphic interferometry, and the numerical work of Worlikar
and Knio36 point to the complicated fluid mechanics in these
regions and are features deserving of greater scrutiny in the
future.

This study re-examines some of the above noted basic
aspects of thermoacoustic streaming theory responsible for
explaining the manner in which such significant time-
averaged thermal effects may be created by the interaction of
strong acoustic fields with rigid boundaries. The model prob-
lem chosen comprises the plane-parallel geometry of a chan-
nel in a resonant duct supporting a plane standing sound
wave~as shown in Fig. 1!. The focus in this paper is on the
time-averaged temperature distribution induced in the walls
and fluid gap of such a channel due to the presence of the
acoustic field. The motivation for this fundamental study
comes from a review of the literature which shows that in the
majority of the earlier studies of such thermoacoustic effects
in a channel, the general approach has been toassume a
priori the presence of a significant mean axial temperature
gradient in the channel, and toonly thendetermine the over-
all energy transport rates by a suitable integration across the
channel cross section. Such an approach however does not
readily afford a basic understanding/explanation of the actual
origin of this mean temperature gradient that is induced by
the interaction of the walls with the acoustic field. In fact,
any steady thermal stratification which may be induced
should clearly be a manifestation of the thermoacoustic
streaming effect, and is accordingly shown here to arise from
a systematic solution of the governing Navier–Stokes equa-
tions. And of those earlier authors whohave notassumed an
a priori presence of a steady temperature gradient, such as

Merkli and Thomann4 or Jeong and Smith,5 the focus has
been on the thermoacoustic effectsonly in the fluid, and the
conjugate wall–fluid thermal coupling has not been included,
thus prohibiting prediction of the large mean axial tempera-
ture gradients that can be induced in the channel. Further-
more, the work thus far has been largely based ondimen-
sional analyses which has unfortunately led to some
omissions, and not allowed a clear account of the nature of
all the energy exchange mechanisms responsible for this
time-averaged thermal effect, a feature that is explained in
more detail later in this paper.

It is shown here that a systematic framework based on a
dimensionlessformulation of the governing equations, which
also accounts for conjugate effects due to the fluid–wall cou-
pling, yields a self-consistent description of the scales in-
volved and provides a clear indication of the source of the
large time-averaged axial thermal stratification that can be
induced in a resonant channel, for bothgaseous and nongas-
eous working fluids. The predictions from this theory are
found to be in very good agreement with available experi-
mental data in the literature. As noted earlier, fundamental
studies of this nature, but based on a different approach, have
been recently conducted by Watanabeet al.33 and Yuan
et al.34 to offer a theoretical explanation, however, of the
‘‘prime-mover’’ mode of operation of a thermoacoustic en-
gine. A similar strategy~involving similitude arguments! has
also been used by Olson and Swift,37 although for a very
different purpose, i.e., to identify the controlling global di-
mensionless parameters which describe the overall workings
of a thermoacoustic engine with the intent of proper dimen-
sionless presentation of experimental data, and to understand
scalability issues of these engines. Such a dimensionless ap-

FIG. 1. Definition sketch of the problem statement showing the stack of
plane-parallel channels in the resonant duct, and a magnified view of one
such channel.
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proach has also been used by Qi38 to study the effects of
compressibility on acoustic streaming due to a plane wave at
a rigid boundary.

The layout of the remainder of the paper is as follows:
the governing equations and the solution procedure are out-
lined in Sec. I, and the leading order first harmonic quantities
are obtained in Sec. II with some important boundary condi-
tions laid out at the end of Sec. II. The time-averaged tem-
perature distribution is considered in Sec. III; the role of a
second-order thermal expansion coefficient is discussed in
Sec. III A and a physical explanation of the source of the
thermoacoustic effect is provided in Sec. III B, along with a
description of the resulting behavior due to the wall–fluid
coupling, which is provided in Sec. III C and Sec. III D.
Some comparisons with available experimental data have
been carried out in Sec. IV and finally conclusions are drawn
in Sec. V. Appendix A includes a treatment of the more
general version of the problem considered in the main body
of the paper. Appendix B provides details of the heat con-
duction problem analyzed in Sec. III C and Sec. III D.

I. FORMULATION AND GOVERNING EQUATIONS

The Navier–Stokes equations are used to describe the
effects of a plane standing acoustic field whose direction of
oscillation is aligned with the axis of the plane-parallel ge-
ometry of a channel as shown in Fig. 1. The single channel,
also shown magnified in Fig. 1, represents a ‘‘unit cell’’ in a
multitude of channels, all of which are enclosed in an outer
larger resonant duct supporting the standing acoustic field.
This collection of channels is the typical configuration rep-
resentative of thestackof a thermoacoustic engine. The fo-
cus here is on the time-averaged temperature distribution in-
duced in the fluid gap and walls of one such channel, due to
its interactions with the resonant acoustic field.

In the initial quiescent state~in the absence of the acous-
tic field!, at a mean pressure,pm , and density,%m , the fluid
and channel walls are taken to be isothermal at the quiescent
temperature,Tm . In the presence of the acoustic field, the
corresponding disturbance variables are defined and nondi-
mensionalized in the following manner:

t5vt* , x5kx* , y5y* /y0 ,

u5u* /U0 , v5v* /U0y0k,
~1!

%5~%* 2%m!/@%m~U0 /cm!#,

p5~p* 2pm!/%mcmU0 , f5~Tf* 2Tm!/DTref ,

where it may be noted that the scaling in the definition of%
includes aU0 /cm factor in anticipation of the expected so-
lution form. In the narrow acoustic waveguide approxima-
tion (y0

2k2!1) being treated, the pressurep[p(x,t), and the
boundary layer nature of the governing equations in dimen-
sionless form are

]%
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wherein use has been made of Eq.~3! to arrive at Eq.~4!.
These equations are to be accompanied by a suitable equa-
tion of state for the fluid.

The important dimensionless parameters in these equa-
tions are the Mach number, M, the gap width parameter,
h0[y0 /dn ~or its counterparty0 /dk related through the
Prandtl number!, and the Eckert number, Ec as defined be-
low:

M5
U0

cm

, h0
25S y0

dn
D 2

5
y0

2v

2 n
, Ec5

U0
2

2cpDTref

. ~5!

In the definition of the Eckert number, Ec, above, since the
channel walls and the fluid are allowed to naturally develop
their temperature field from an initially uniform quiescent
value ofTm , and since there is no mean temperature gradient
that is externally imposed or artificially assumed, there is
thus no obvious choice for the reference temperature differ-
ence,DTref . As a resultDTref will later be simply chosen to
be its intrinsic value such that we have the case of Ec[1.
However it may be noted that the above formulation with
DTref in the definition of Ec is retained, since it allows a
more general dimensionless treatment~dealt with elsewhere!
of the reverse scenario of this problem, i.e., the so-called
‘‘prime-mover’’ mode of operation of the thermoacoustic en-
gine, in which case cause and effect are reversed, and a mean
axial temperature gradient is in fact externally imposed in the
channel walls~immersed in an otherwise quiescent fluid!, to
spontaneously induce an acoustic field.

As for boundary conditions, the velocity field in the fluid
is made to satisfy no-slip conditions along the channel walls
(y51), and symmetry conditions about the center plane of
the fluid gap (y50). The thermal field in the fluid is suitably
coupled with that of the wall via continuity requirements on
the temperature, and the heat flux, at the wall-fluid interface
(y51). The boundary conditions for the fluid at the ends of
the channel (x5x1 ,x2, 0<y<1) are discussed in greater
detail later at the end of Sec. II.

In the solid material of the wall itself, heat is assumed to
be transferred by simple isotropic conduction for which the
unsteady temperature distribution is governed by

]2F

]ys
2

1 l 2k2
]2F

]x2
52

l 2

ds
2

]F

]t
[

]F

]ts
~6!

subject to the appropriate temperature and heat-flux continu-
ity boundary conditions at the wall-fluid interface (ys51),
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and symmetry about the wall center plane (ys50). The
channel wall ends too (x5x1 ,x2, 0<ys<1); the relevant
boundary conditions are provided at a suitable stage later in
Sec. III C. For the bulk of the paper the channel is taken to
be half-wavelength long and sufficiently wide to facilitate a
quick development of the fundamental ideas behind the
mechanism being studied, and to allow ready comparisons
with some key results available in the literature. However the
development that follows is general enough to handle shorter
channels~with narrower gaps! as well, as is demonstrated in
Appendix A and, also by successful application of the results
to experimental data for shorter channels as described in Sec.
IV.

To begin with, as a trivial check, it is verified that the
homogenous solution set

~%,u,v,p,f,F!5~0! ~7!

corresponding to the basic undisturbed state, identically sat-
isfies the above governing equations for the fluid and the
solid portions. Furthermore, if so desired, the incompressible
limit may be conveniently analyzed by ignoring the density
fluctuations, i.e., by simply setting%50, although some im-
portant physics would be lost with this simplistic approxima-
tion. More importantly, it is only now that one can seek a
self-consistent series expansion solution in powers of the pa-
rameter, M!1, which clearly emerges as the proper pertur-
bation parameter in the above system of equations as ex-
plained by Crighton39 and also used by Qi.38 Such a
procedure allows a careful accounting of all the energy-
exchange mechanisms, and interestingly reveals the role of a
little-known second-order thermal expansion coefficient as
discussed later in Sec. III A. In general, the solution to the
above equations may now be developed with the remaining
dimensionless parameters treated as arbitraryO(1) numbers,
although for the bulk of this study emphasis will be on cases
for which the gap widthh0 is sufficiently large so as to
arrive at the principal results quickly, and to also allow com-
parisons with available results in the literature. However
cases of smaller gap widths@h05O(1)#, which are practi-
cally more relevant in thermoacoustic engines are also dealt
with in Appendix A, and help establish a procedure for pre-
dicting optimum gap widths in stack design.

The solution procedure adopted is briefly outlined be-
low. For a typical dependent variable,u for example, the
solution is now sought in a series of the form

u5u11Mu21M2u31¯, ~8a!

except for the series forf andF which are

~f,F!5
1

M
~f0 ,F0!1~f1 ,F1!1M~f2 ,F2!

1M2~f3 ,F3!1¯ ~8b!

and have, in addition,f0 andF0 terms, respectively, repre-
sentingO(1/M) contributions. It is worthwhile to note that
though it may appear that theO(1/M) terms in the above
series forf andF are singular, they are indeed removable
singularities, which are required to be present in that particu-
lar form due to the coefficient of the]p/]t term in Eq.~4!. In

general the symbols for the dependent variables in the above
series represent complex quantities, although their physically
meaningful real parts are of course understood, i.e., a symbol
such as z(x,y,t) would represent the real part,
R$ z̄ (x,y)eint%, where z̄ (x,y) is the ‘‘complex amplitude,’’
and integern>0 is thenth harmonic. The symbolz stands
for any of the dependent variables%, u, v, p, f, or F. It
may be noted that for the time-independent contributions
which are ultimately the quantities of interest in this study,
n50, in which casez̄ (x,y) is necessarily real. For ease of
manipulation, the solutions are later also expressed in terms
of a dimensionless normal coordinate measured from the
wall as

h5 ŷ* /dn5h0~12y! ~9!

and defined in the schematic in Fig. 1.

II. THE LEADING ORDER SOLUTION

The leading order solution of the governing equations
provides a description of the variation of the first harmonic
quantities of the imposed standing wave. Solution of the
O(1) balance of the equation of motion@Eq. ~3!# yields the
velocity distribution

ū15 i
dp̄1

dx
F12

cosh~11 i !yh0

cosh~11 i !h0
G , ~10!

where u1[ū1(x,y)eit and p1[ p̄1(x)eit with the variation
p̄1(x) governed by a suitable wave equation which is deter-
mined later at the end of Sec. II.

For the leadingO(1/M) temperature contributions in
the fluid and wall portions,f0[f̄0(x,y)eit and F0

[F̄0(x,y)eit , respectively, in Eq.~8!, and the solutions of
the governing Eqs.~4! and ~6! give

f̄052 Ec~bmTm! p̄1~x!F12
1

11«s

cosh~11 i !yh0As

cosh~11 i !h0As
G ,

(11)

while in the wall region fords
2k2!1,

F̄052 Ec~bmTm! p̄1~x!
«s

11«s
Fcosh~11 i !ysl /ds

cosh~11 i !l /ds
G , ~12!

from which it is clear that bothf̄0 and F̄0 have an axial
distribution which is determined by the as yet unknown form
of p̄1(x). In the above expressions«s is a complex constant
defined as

es5A~K%cp! f

~K%cp!s

tanh@~11 i !y0 /dk#

tanh@~11 i !l /ds#
. ~13!

Admittedly the above results are not all completely new
~see the Appendix in Ref. 11!, although the above forms are
revealing and clearly present thescale of the temperature
fluctuations in both the fluid and solid, from which it is a
straightforward matter to deduce the dimensional quantities
of interest. For instance, for channels with sufficiently thick
walls (l /ds>2), and wide gaps (y0 /dk>2), es is essentially
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a real constant, and for typical solid–gascombinations being
considered for which (K%cp)s@(K%cp) f , it follows that
es→0. Under these conditions it may be deduced from Eqs.
~11! and ~12! that the dimensional magnitude of the first
harmonic temperature fluctuations in the fluid and the solid
are entirely consistent with the expected values, i.e., of
O„M(g21)Tm… and O„esM(g21)Tm… in the fluid and
solid, respectively. It may be noted that in the above results
the fluid thermal expansion coefficient has been expressed as
the sum of a leading order contribution about the mean qui-
escent state~represented by the subscript ‘‘m’’!, and a higher
O(M) contribution as

bTf* 5bmTm1O~M!, where bm52
1

%m
S ]%*

]Tf*
D

m

.

~14!

Some important higher order effects associated with the ig-
nored terms ofO(M) in the above equation are discussed at
a later stage in Eqs.~22! and ~23! of Sec. III A.

The first harmonic density fluctuations in the fluid are
expressed in terms of the corresponding pressure and tem-
perature fluctuations via a suitable equation of state,
%[%(p,f). After appropriate manipulation of this equation
of state, the first harmonicO(1) density variation
%1[%̄1(x,y)eit may be expressed in dimensionless form as

%15gp12
bmTm

2Ec

cm
2

cpTm

f0 , ~15!

so that

%̄15 p̄1H g2BF12
1

11es

cosh~11 i !yh0As

cosh~11 i !h0As
G J , ~16!

where the newly introduced fluid property parameter
B[(bmTm)2(cm

2 /cpTm) simplifies to (g21) only for the
special case of an ideal gas working fluid. Substitution of the
above solution forms into anO(1) balance of the continuity
equation@Eq. ~2!# yields

i %̄11
]ū1

]x
1

] v̄1

]y
50, ~17!

whereinv1[ v̄1(x,y)eit . Using results forū1 and %̄1 from
Eqs. ~10! and ~16!, respectively, and integrating the above
expression once with respect toy, subject to the no-slip con-
dition on the channel wall (v̄150 at y51), gives

v̄15 ig p̄1~12y!1 i
d2p̄1

dx2 F ~12y!2
1

~11 i !h0

3S tanh~11 i !h02
sinh~11 i !yh0

cosh~11 i !h0
D G

2 iBp̄1F ~12y!2
1

~11es!~11 i !h0As

3S tanh~11 i !h0As2
sinh~11 i !yh0As

cosh~11 i !h0As
D G . ~18!

Application of the ‘‘no-crossover’’ conditionv̄150 at the
fluid gap center planey50 in the above result, provides the
governing ordinary differential equation for the complex
pressure amplitude,p̄1, as

d2p̄1

dx2
1m2p̄150

with

m25
g2B@12 tanh~11 i !h0As/~11es!~11 i !h0As#

@12 tanh~11 i !h0 /~11 i !h0#
~19!

subject to appropriate boundary conditions at the ends of the
channel (x5x1 ,x2) which should match with the character-
istics of the standing acoustic waveform at these locations in
the outer resonant duct. For a solid–gascoupling in the pres-
ence of sufficiently thickwall and wide-gap channels~such
that l /ds>2 andy0 /dk>2 so thates→0), the complex ei-
genvalues in Eq.~19! take on a far simpler form given by

m'6F11
~12 i !~g1As21!

4h0As
1O~h0

22!G , ~20!

from which it becomes clear that the channel gap has to be
sufficiently wide (h0As5y0 /dk@1) for m'61 so that the
usually assumed simple purely sinusoidal standing wave be-
havior is applicable eveninside the channel.

To obtain the pressure distribution inside the stack,
p̄1(x), from Eq.~19!, the boundary conditions at the channel
ends (x5x1 ,x2, 0<y<1) have to be specified with care in a
manner that is also consistent with measurements of the
waveform characteristics that can typically be made in the
rest of the resonant duct~see p. 1179 of Ref. 11!. For the
setup shown in the schematic of Fig. 1, typically the peak
acoustic pressure amplitude (P0) is measured by a micro-
phone or other pressure transducer positioned on the face of
the rigid reference end (x50) of the resonator duct. Then for
a known resonant excitation frequency in the duct, the acous-
tic pressure and velocity conditions can now be determined
just outsidethe starting end of the stack (x5x1

2) by integrat-
ing the above wave equation from the rigid end,x50, up to
the starting end,x5x1

2 , with 2y0 representing the spacing
of the resonator duct walls. Standard acoustic techniques al-
low these quantities to be approximated asu p̄1u'cosx1 and
uū1u'sinx1 at x5x1

2 . Subsequently, the desired acoustic
pressure and velocityjust insidethe starting end of the stack
(x5x1

1) can be determined by virtue of continuity of pres-
sure and ‘‘volumetric velocity’’~volume flow rate obtained
by integratingū1 across the gap cross-sectional area! across
thex5x1 boundary. These conditions thereby specifyp̄1 and
dp̄1 /dx at x5x1

1 which now serve as the starting conditions
for the integration of Eq.~19! for the solution of the acoustic
pressure distributioninside the stack from one end,x5x1

1 ,
to the other,x5x2

2 . The pressure distribution over the re-
mainder of the duct forx>x2

1 should be such that it matches
with the pressure field at the other~typically driver! end of
the duct for the tuned resonant frequency of operation.
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With a large number of channels in the resonant duct,
each of uniform wall thickness (2l ) and gap width (2y0),
continuity across thex5x1 boundary~in going fromx5x1

2

to x5x1
1) requires that the pressure itself be uniform,

whereas volumetric velocity arguments dictate that the ve-
locity ~which depends on the pressuregradient! be amplified
according to

u p̄1~x1
1!u5u p̄1~x1

2!u,
~21!

Udp̄1

dx
~x1

1!U5Udp̄1

dx
~x1

2!US 11
l

y0
D ,

where the ratiol /y0 is a measure of the ‘‘blockage effect’’
in the duct due to the presence of the stack. It must be noted
in the above expression that thedimensional magnitudeof
the pressure just outside the stack, atx5x1

2 , which is typi-
cally determined from an experimental measurement at the
rigid far end (x50), is itself a function of this blockage
effect in such a way that asl /y0→`, the dimensional am-
plitude P0→0 since in this limit the stack simply completely
blocks off any acoustic transmission from the driver end to
the rigid end of the duct. It is also clear that the ‘‘blockage
effect’’ in the resonant duct introduced by the presence of
the finite thickness of the stack walls could have an influence
on the above boundary conditions of importance at the start-
ing end (x5x1) of the stack. Recent work by Worlikar and
Knio36 and Wetzel and Herman35 has shown that vortex
shedding/reattachment flow mechanisms are present in these
end regions, whose incorporation into the current model is
clearly beyond the scope of this study. Nonetheless, it is seen
later that the boundary conditions in Eq.~21! above give a
fairly accurate description of the principal mechanisms
involved.

For purposes of simplifying the analysis and establishing
a universal baseline reference case that does not complicate
the issue by involving a dependence on the blockage factor
l /y0, and hence also allows ready comparisons with existing
results in the literature~such as those of Merkli and
Thomann4!, this paper deals largely with a certain class of
ideal channels. These are channels which are half-
wavelength long (x22x15p) and start at the rigid end
(x150) of the duct, so thatu p̄1u51 and udp̄1 /dxu50 be-
come the convenient starting conditions atx1501 for the
solution of Eq.~19!. By choosingx150 ~i.e., stack end flush
with rigid end!, the need for specifying thel /y0 parameter
has thus been avoided, since it is not explicitly required in
the analysis. However it should be noted that thedimen-
sional values of the various variables which would be ex-
tracted from thedimensionlessresults of this work would
still obviously depend on the magnitude ofP0 , which in turn
does depend on the blockage factorl /y0. It is therefore noted
that the various dimensionless arguments and comparisons to
be made hereafter for different parameter values will all be
with tacit reference to a given peak acoustic pressure ampli-
tude, P0, that can in reality be achieved at the rigid end
termination of the duct. To arrive at the underlying physics
quickly, with minimal digressions, the bulk of this paper
deals with such half-wavelength long channels with gaps

wide enough (y0 /dk@1) such thatu p̄1(x)u is simply cosx,
eveninside the channels of the stack. The more general and
interesting case of narrower gap widths~which is also of
greater practical interest! is considered in Appendix A, and,
as shown later, indicates the presence of considerably modi-
fied and distorted pressure waveforms in the stack. Such a
general procedure also establishes a proper criterion for the
wide gap assumption made in the bulk of the paper, and
furthermore predicts optimum gap widths that maximize the
axial thermal stratification in the channel which is important
from the viewpoint of stack design.

Despite the emphasis on these ideal channels, primarily
to help capture and illustrate the underlying physics, it is
stressed that the solution methodology developed here is
equally well suited to handle even the general case of
arbitrary channel lengths and gap widths, as has been dem-
onstrated later in Appendix A, and also in Sec. IV by appli-
cation of these results to make comparisons with some ex-
perimental data for shorter channels available in the
literature.

III. THE TIME-AVERAGED TEMPERATURE
DISTRIBUTION

Having determined the leading order first harmonic
quantities, attention is now turned to determine the primary
quantity of interest in this study, i.e., the time-averaged
temperature distribution induced by the acoustic field. A
search for higher order effects in the energy equation reveals
that the leading order first harmonic terms interact in a
nonlinear manner to generate anO(1) temperature field,
comprising a time-independent component, in addition to the
second harmonic contribution. Since all the time-harmonic
quantities have a zero temporal mean, it is the experimen-
tally observable, time-independent component of theO(1)
temperature distribution which will form the focus of this
study.

A. The fluid gap

For the fluid in the channel gap, in this search forO(1)
effects arising in Eq.~4!, it becomes necessary~as is made
clear below! to obtain the higher order terms forbTf* which
were ignored earlier in Eq.~14! while dealing with leading
order effects. A Taylor’s series expansion ofb based on its
thermodynamic definition results in the following dimen-
sionless form~details of the expansion omitted!

bTf* 5bmTmF12MS %11
1

2 Ec

cm
2

cpTm

jmf0D 1O~M2!G ,

~22!

where in the O(M) correction above,jm represents a
‘‘second-order’’ thermal expansion coefficient defined as

jm5
Tm

%mbm
S ]2%*

]Tf*
2D

m

21 ~23!

so that for an ideal gas,jm[1. The strength of the present
dimensionless approach is well exemplified here sincea di-
mensional analysis would not be able to anticipate, or re-
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veal, the significance of this fluid property,jm . This thermo-
dynamic modulus,jm , can be expressed in terms of more
familiar properties using Maxwell’s generalized thermody-
namic relations as

S ]cp

]p
D

T

52TS ]2~1/% !

]T2 D 5
1

%T
@bT~j11!22~bT!2#,

the significance of which has been alluded to by Allenet al.
~Eq. 4 in Ref. 40! and used by Swift41 in their exploration of
liquids as possible working substances in Stirling or Malone
type heat engines.

Based on the above arguments, the solution for theO(1)
temperature distributionf1 is now sought in the form

f1~x,y,t !5f10~x,y!1f̄12~x,y!e2i t ~24!

as a sum of a time-independent term,f10(x,y), and a second
harmonic,f12(x,y,t)[f̄12(x,y)e2i t . The governing differ-
ential equation for the key component of interest, i.e.,
f10(x,y), is obtained by grouping together the time-
independent contributions arising from the various nonlinear
interactions of the first harmonic terms in Eq.~4! to yield

1

2sh0
2

]2f10

]y2
5K %1

]f0

]t
L 1K u1

]f0

]x
L 1K v1

]f0

]y
L

2
Ec

h0
2F K S ]u1

]y
D 2L 1bmTmK u1

]2u1

]y2 L G
12 Ec~bmTm!F K %1

]p1

]t
L

1
1

2 Ec

cm
2

cpTm

jmK f0

]p1

]t
L G , ~25!

where the angle brackets,^ . . . &, denote a time average of
the enclosed quantities. It may be noted that use has been
made of the result in Eq.~22! to arrive at the last term in
@ . . . # on the rhs of Eq.~25! which includes the effect of the
second-order thermodynamic modulus,jm .

The above result can now, in principle, be integrated
with respect toy, subject to symmetry conditions about the
center plane,y50, and proper coupling at the solid–fluid
interface,y51, to obtain the desired steady temperature dis-
tribution, f10(x,y). However the forms of the first harmonic
terms from Sec. II required in Eq.~25! make this integration
procedure a formidable task requiring a great deal of ma-
nipulative labor, and result in unwieldly expressions which
do not afford an easy understanding of the underlying phys-
ics. Thus this task is relegated to Appendix A, while here a
few assumptions are made to restrict the generality of the
formulation leading to Eq.~25! to thereby arrive at a more
manageable and insightful form of the governing equations.
In particular, as noted at the end of Sec. II, the condition on
the arbitrariness of the gap width is restricted to now allow

only ‘‘wide gaps’’ ~i.e., cases ofy0 /dk>4 as established in
Appendix A!, which in view of the applications in mind, is
not very restrictive after all~the more general case of
narrower/arbitrary gap widths is treated in Appendix A!.
This assumption allows the first harmonic terms from Sec. II
to be expressed in an approximate form in terms of the co-
ordinate,h, with little loss in accuracy@the coordinateeta
was defined in Eq.~9!#. Consequently the primary results
from Sec. II now become

ū1' i
dp̄1

dx
@12e2h~11 i !#, ~26!

f̄0'2 Ec bmTmp̄1F12
1

11es

e2hAs~11 i !G , ~27!

%̄1' p̄1H g2BF12
1

11es

e2hAs~11 i !G J , ~28!

v̄1h0[
uv̄1* u

U0dnk

' ig p̄1h1 i
d2p̄1

dx2 Fh2
1

~11 i !
~12e2h~11 i !!G

2 iBp̄1Fh2
1

~11es!~11 i !As
~12e2hAs~11 i !!G

~29!

with u p̄1(x)u approximated by its simple wide-gap purely
sinusoidal form, cosx ~as noted at the end of Sec. II!. These
‘‘wide-gap’’ simplifications permit the integration of Eq.
~25! to be carried out in a relatively more straightforward
manner~compared to the arbitrary gap case!, without losing
any essential information on the physics behind the thermo-
acoustic streaming mechanism. The above forms in Eqs.
~26!–~29! may be physically interpreted either as the one-
wall form of the results in Sec. II~note no dependence on the
gap width parameter,h0), or more meaningfully as inner
solutions in a near wall region~in contrast to outer solutions
in the core of the channel gap!, and thereby effectively de-
couple the channel walls in this approximation.

The details of the subsequent integration procedure of
Eq. ~25! have been omitted, except to note that the time
average of the product of two typical first harmonic terms,
z[z̄ (x,y)eit , and x[x̄(x,y)eit , in Eq. ~25! may be found
from the simple rule

^ z̄ ~x,y!eit
•x̄~x,y!eit&5 1

2R$ z̄ ~x,y!•c.c.@ x̄~x,y!#%,
~30!

where c.c.@ . . . # denotes the complex conjugate of the en-
closed quantity.

Results are given below for the usually found combina-
tion of properties and parameters for which the constantes

→0. One integration of Eq.~25! yields for the steady trans-
verse temperature gradient in the fluid,
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]f10

]h
5g Ec bmTmu p̄1u2A2se2hAssin~hAs1p/4!1Ec bmTmu p̄18u

2A2sFAse2h sin~h1p/4!2e2hAssin~hAs1p/4!

2
As

11s
e2h~11As!~cos~hAs2h1p/4!2Ascos~hAs2h2p/4!!G2Ec bmTmA2su p̄1u2e2hAs

3F ~g2B!Assin~hAs2p/4!1BS sin~hAs2p/4!1
1

A2
e2hAsD 1e2h~g2B!

s

11s
„cos~hAs2h2p/4!

1Ascos~hAs2h1p/4!…G1Ecu p̄18u
2se2h@e2h2bmTmA2sin~h1p/4!#

2Ec Bu p̄1u2~jm2bmTm!A2se2hAssin~hAs1p/4!. ~31!

It may be noted that the result in Eq.~31! is in a fairly
general form and has wide ranging applicability to different
solid–fluid combinations for whiches→0. For the wide-gap
case being treated (y0 /dk>4 determined in Appendix A!,
the temperature gradient it predicts at the center plane
(h5h0) is exponentially small, and thus may be assumed to
satisfy the center plane symmetry condition. Of greater in-
terest is the temperature gradient predicted at the wall-fluid
interface,h50, which in turn determines thesteadyheat
exchange rate between the wall and the fluid. With the
simple wide-gap purely sinusoidal pressure distribution
u p̄1(x)u5cosx, and withDTref chosen such that Ec[1 @for
reasons noted following Eq.~5!#, the driving mean fluid tem-
perature gradient at the wall can be obtained from Eq.~31!
as,

]f10

]h
U

h50

5bmTm

As

11s
@~sAs21!sin2 x1$g~11s!

1~g2B!As~12As!%cos2 x#

1s~12bmTm!sin2 x

1BAs~bmTm2jm!cos2 x. ~32!

In addition, if the working fluid is a gas which may be
treated as ideal, then bmTm[1, jm[1 and
B[(bmTm)2(cm

2 /cpTm)5(g21), and the above form in Eq.
~32! is further simplified to

]f10

]h
U

h50

5
As

11s
@~sAs21!sin2 x1~g~11s!

1As~12As!!cos2 x#

5g0~s,g!1g2~s,g!cos2x,

where

g0~s,g!5
As

2
~g1As21!,

~33a!

g2~s,g!5
As

2
Fg1

~12s!~11As!

~11s!
G .

In this specially chosen limiting form, the result in Eq.
~33a! for an ideal gas allows comparisons to be made with
the available results in the literature, in particular with those
of Merkli and Thomann.4 Although the resonant channel ge-
ometry they considered was different~namely a cylindrical
tube!, their results can be used here for comparison purposes
since for the wide gap approximation purposefully being
made here, the boundary layer effects resulting in Eq.~33a!
are essentially the same for both cases. The correctness of
the form in Eq.~33a! may be verified by specifically making
a comparison with Fig. 2 of their paper which shows the
axial variation of thenumerically determined~dimension-
less! wall heat flux. The corresponding heat flux scale for
nondimensionalization in this study would be%mncm

2 /y0

which may be used with Eq.~33a! to obtain the dimension-
less heat flux as

qw9 5
qw*

9

%mncm
2 /y0

5
K fDTref /dn

%mncm
2 /y0

]f10

]h U
h50

5 1
2M

2h0g~x;s,g!,

where

g~x;s,g![
1

s

]f10

]h
U

h50

5
1

s
@g0~s,g!1g2~s,g!cos 2x#. ~33b!

The axial variation of this dimensionless wall heat flux
qw9 , and its dependence ons and g is represented by the
above carefully extracted functiong(x;s,g), which is
shown in Fig. 2 here for various values ofs, and found to
confirm the numerical predictions of Merkli and Thomann
~Fig. 2 in Ref. 4!, and also the results of Jeong and Smith
~Eq. 47 and Fig. 6 in Ref. 5!. However, owing to the com-
plicated representation of the final results from their analyses
~Eq. 22 in Ref. 4 and Eq. 29 in Ref. 5!, little information can
be gleaned with regard to the actual physical origin of the
energy exchange mechanisms responsible for this time-
averaged heat flux effect, a matter which is discussed in
greater detail for the case of both gaseous and nongaseous
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working fluids in the following section. In particular it may
be noted that, the importance of the previously ignored role
of g is clearly demonstrated in Fig. 2, as characterized by the
two curves withg51.4 andg51.67 for the case ofs50.1.
The reader is reminded that the more general and interesting
cases of narrower/arbitrary gap widths are also discussed in
Appendix A, and the corresponding heat flux results have
been presented in Fig. A3.

B. A physical explanation—The bucket-brigade model

Before proceeding further, at this stage it is worthwhile
to exploit the results obtained thus far with this dimension-
less formulation, to trace the physical origin of this steady
thermoacoustic heating/cooling effect manifest at the wall-
fluid boundary,without making the ideal gas simplifications
which yielded Eq.~33!, but instead by analyzing the more
general result in Eq.~32! valid for any fluid. Such an exer-
cise would be fruitful since a review of the literature shows
that a clear account is not available of the physical mecha-
nisms responsible for this thermal effect, which is in turn
ultimately responsible for establishing the mean axial tem-
perature gradient along the channel. Although the arguments
that follow are based on results from the wide-gap approxi-
mation obtained thus far, the essential physics are preserved
even for the arbitrary gap case treated in Appendix A.

To trace the source of this thermoacoustic effect from its
governing equations, Eqs.~25! and ~32! are carefully com-
pared to determine the term-by-term cause-effect correspon-
dence between the two equations, and to also determine the
significance of those terms that subsequently vanish in Eq.
~33! due to the ideal gas assumption. Such a comparison
shows that the first sin2 x term in Eq. ~32! is due to the

second term on the rhs of Eq.~25!, whereas it is the first and
third terms on the rhs of Eq.~25! which are responsible for
the first cos2 x contribution in Eq.~32!. The coefficients of
these first sin2 x and cos2 x terms in Eq.~32! then clearly
indicate that, for a gas~for instance! which hass,1, these
terms give rise to a cooling and heating effect, respectively.
Since these terms all arise from only the first three terms on
the rhs of Eq.~25!, it becomes clear now that this thermoa-
coustic mechanism owes its origin primarily to the time-
averaged effects of energy convection~rather than energy
dissipation!, thus providing a firm footing for the oft-quoted
bucket-brigade model~see Refs. 9, 11, and 25!. @The ideal
gas result in Eq.~A2! from the integral procedure of Appen-
dix A is identical to Eq.~33! but offers an alternative per-
spective of the same.#

Continuing this comparison procedure it is found that,
the pair of terms in the first@ . . . # in Eq. ~25! with coeffi-
cient Ec/h0

2, represents a combination of viscous dissipation
and compressibility work effects which together results in a
contribution;sin2 x(12bmTm) to the wall heat flux in Eq.
~32!. Thus for an ideal gas for whichbmTm[1, contrary to
common expectation, viscous dissipation effectsdo nothave
a net thermal effectat the wall-fluid interface, and are in-
stead completely balanced by compressibility work effects
and henceneither effect is present in Eq.~33!. Lastly, the
pair of terms in the second@ . . . # in Eq. ~25! with coefficient
2 Ec bmTm , represents time-averaged expansion work ef-
fects arising from temporal changes in the pressure, and
makes a contribution;cos2 x(bmTm2jm) to the wall heat
flux in Eq. ~32!. Again for the case of an ideal gas for which
both bmTm[1 andjm[1, this term also vanishes as is evi-
dent from Eq.~33!, indicating that expansion work effects
are also unimportant for an ideal gas.

So it may be concluded that for the common case of an
ideal gas working fluid in a thermoacoustic engine, it is only
the first term representing time-averaged energy convective
effects in@ . . . # on the rhs of Eq.~32! which makes a non-
zero contribution to the thermoacoustic streaming effect,
thus resulting in the forms in Eq.~33! in support of the
simple ‘‘bucket-brigade’’ model. This is especially notewor-
thy since this model is based on the mechanics of gas parcel
oscillation from standardinviscid linear acoustic theory and
would not be expected to provide an explanation of viscous
effects at the wall. Fortuitously, though, the model does
work for the particular case of an ideal gas, only due to the
energy balances noted in the above paragraph. The issue is
however far more involved for the general case of a nongas-
eous working fluid, such as water~Swift and Fusco,42

Gabrielson43! or liquid-sodium~Migliori and Swift44! which
have been studied as possible thermoacoustic working fluids,
wherein the latter two terms of Eq.~32! are also fully capable
of giving rise to significant nonzero contributions to the ther-
moacoustic heating/cooling effect. Due to the dissipative ori-
gin of these additional contributions the simple ‘‘bucket-
brigade’’ model would be incapable of providing a complete
description of the complete mechanics of the process. In
view of the above arguments, it can also be inferred that the
curves fors>1 in Fig. 2~provided here only for comparison
with Fig. 2 of Merkli and Thomann4! are in fact incomplete

FIG. 2. Axial variation of the dimensionless wall heat flux in the wide-gap
limit as described by the functiong(x;s,g) in Eq. ~33! for various sets of
values of (s,g) shown on the figure~cf. Fig. 2 of Ref. 4!.
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and have little, or no, physical meaning for lack of corre-
spondence with any real fluids since they are based on the
ideal gas result in Eq.~33! and hence do not account for any
of the additional dissipative effects as noted above. Besides
making a note of this important point, this matter is not pur-
sued further~the rest of this paper is devoted only to ideal
gas working fluids!, simply for lack of more detailed infor-
mation ~in the open literature! on the variation of the fluid
properties~thermal expansion coefficients! b and j for dif-

ferent candidate liquid working substances which could be
used in thermoacoustic engines.

C. The wall-fluid coupling

Having verified the correctness of the above approach
~by applying the present general theory to the specific case of
an ideal gas in a wide-gap channel to allow corroboration
with existing results in the literature!, the result for the tem-
perature gradient in Eq.~31! is integrated once more to ob-
tain thesteadytemperature distribution in the fluid,

f105g Ec bmTmu p̄1u2@12e2hAscoshAs#1Ec bmTmu p̄18u
2@s~12e2h cosh!2~12e2hAs coshAs!#

2Ec bmTmu p̄18u
2

s

~11s!2
@~12s!~12e2h~11As!cos~hAs2h!!12Ase2h~11As!sin~hAs2h!#

1Ec bmTmu p̄1u2~g2B!FAse2hAs sin hAs2
B

2~g2B!
~12e22hAs22e2hAs sin hAs!G2Ec bmTmu p̄1u2

3~g2B!
sAs

~11s!2
@2As~12e2h~11As! cos~hAs2h!!2~12s!e2h~11As! sin~hAs2h!#1

1

2
Ecu p̄18u

2

3s@~12e22h!22bmTm~12e2h cosh!#2Ec Bu p̄1u2~jm2bmTm!@12e2hAs coshAs#1w~x!. ~34!

When evaluated at the wall–fluid boundary,h50, the
above expression simplifies to only the last term of the rhs,
w(x), which represents the as yet undetermined interface
temperature at the wall–fluid boundary. This crucial cou-
pling between the wall and the fluid,w(x), represents the
large time-averaged axial thermal stratification which can be
induced in the channel and has to be determined from a
conjugate solution of the temperature distribution in the wall
as treated below.

In correspondence with the form of theO(1) tempera-
ture distribution in the fluid in Eq.~24!, the O(1) tempera-
ture distribution in the channel wall is also sought as

F1~x,y,t !5F10~x,y!1F̄12~x,y!e2i t ~35!

with interest being primarily in the time-independent compo-
nent,F10(x,y). The governing differential equation for this
steady-state temperature distribution in the channel wall
comes from Eq.~6! as

]2F10

]ys
2

1 l 2k2
]2F10

]x2
50 ~36!

subject to the symmetry condition along its center plane
~since each wall of the channel in Fig. 1 is exposed to iden-
tical conditions on either side!

]F10

]ys

50 at ys50 ~37!

and the heat flux matching condition at the fluid–wall inter-
face from Eq.~33!

]F10

]ys
U

ys51

5K fs

]f10

]h
U

h50

5K fs@g0~s,g!1g2~s,g!cos 2x#. ~38!

At its ends,x5x1 ,x2, 0<ys<1, the channel wall is exposed
to a complicated fluid motion pattern as shown in the nu-
merical work of Worlikar and Knio36 and the experimental
observations of Wetzel and Herman,35 in addition to the
time-averaged streaming motion that is present in these re-
gions. Hence, for lack of a more precise measure of the ef-
fect of this fluid motion, these end convective conditions are
chosen to be characterized by heat transfer coefficientsh1 ,h2

respectively, which yield the following boundary conditions
at these end faces,

]F10

]x
5~21!2,1 Bi1,2 F10

at x5x1,2 where Bi1,25h1,2/kKs ~39!

in standard form in terms of Biot numbers. The solution of
the conduction problem in the channel wall in Eqs.~36!–~39!
is carried out using the standard separation of variables
method, the results of which have been summarized in Ap-
pendix B. A close inspection of the different parameters in
the results in Eqs.~B1!–~B3! shows that the wall–fluid cou-
pling is crucial in determining the time-averaged thermoa-
coustic streaming effect. Evaluation of the time-averaged
temperature at the wall-fluid interfaceF10(x,ys51) pro-
vides the sought after axial temperature variationw(x) in a

1398 1398J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 Gopinath et al.: Thermoacoustic streaming in resonant channel



manner consistent with Eq.~34!. Also embedded in these
results is the influence of the acoustics on the fluid motion
and heat transfer which is characterized by the heat transfer
coefficientsh1 andh2 at the end facesx5x1 ,x2 of the chan-
nel walls which are crucial, yet unknown, quantities in this
problem. However, due to the complicated representation in
Appendix B involving an infinite series solution, it is diffi-
cult to readily discern the contribution of the different solid/
fluid properties and parameters. To facilitate a better appre-
ciation of the wall-fluid interaction a simple and highly
idealizedcase is considered in Sec. III D below.

D. The wall–fluid interface

To appreciate the wall–fluid coupling better, an ideal-
ized situation is considered, in which all faces of the channel,
except the wall–fluid interface are assumed to be perfectly
insulated. In other words, it is assumed for simplicity that
there is no heat transfer on the wall end faces atx5x1 ,x2

(Bi15Bi250), in addition to the center plane being effec-
tively insulated owing to symmetry as noted in Eq.~37!. This
case requires a quasi-steady conduction analysis, also out-
lined in Appendix B, with allowance made for temperature
variation of the wall with time~on a diffusive time scale! due
to the presence of a time-averaged heat flux with a nonvan-
ishing mean at the wall-fluid boundary@the g0 part of Eq.
~38!#, which has no outlet at any of the other boundaries. It is
emphasized that this is strictly not a realistic boundary con-
dition and is chosen only to illustrate the wall–fluid coupling
in a more lucid manner as shown below. Under these condi-
tions the resulting infinite series solution in Appendix B
takes on a particularly simple two-term form~after sufficient
time during which the initial transients have decayed!, for
the special case of a channel which is half-wavelength long
(Dx5p). The corresponding axial temperature distribution
at the wall–fluid interface corresponding to the last term on
the rhs of Eq.~34! can be obtained from Eqs.~B4! and~B5!
asw(x)[F10(x,ys51), and yields

w~x!5K fsg0~s,g!~ ts1
1
3!1K fsg2~s,g!

coth 2lk

2lk
cos 2x.

~40!

Despite the gross idealization made in assuming insu-
lated channel ends to arrive at the result above in Eq.~40!, its
appeal is in its particularly simple form for a half-wavelength
long channel which thereby allows further useful deductions
to be made as discussed below. Although the first term in the
above result indicates a ‘‘slow’’ temperature growth with
time ~on a diffusive time scale!, it is spurious in the sense
that it is present only because of the insulated ends idealiza-
tion; for the more realistic cases of non-zero Bi1, Bi2 it is
clear from the more correct representation in Eqs.~B1!–~B3!
that there is of course no such time dependence and the tem-
perature eventually reaches a steady-state distribution. It is
also for this reason that it is incorrect to deduce, based on
this term, that there is an indefinite growth of temperature
with time, since in reality, there is~however small! always a
finite heat exchange with the working fluid present at the end
faces, due to which the temperature distribution reaches an
eventual steady state. Despite these limitations, this idealized

problem is of value since it provides much insight through
the second term in Eq.~40! above, which is of great interest
since it contains the coth 2lk/2lk temperature magnification
introduced due to the wall-fluid coupling and hence provides
an explanation for the large axial thermal stratification that
can be induced in the channel. This is essentially the same
coupling present in the general result in Eqs.~B1!–~B3!,
although not as patently apparent. It may be recalled that due
to this coupling, the axial temperature variationw(x) present
at the wall-fluid boundary is by definition transmitted across
to the temperature distribution onboth the fluid and solid
sides of this boundary. With this in mind the time-averaged
temperature in the fluid described by Eq.~34! may now be
viewed as a combination of a large magnitude axial stratifi-
cation dictated byw(x), on which is superimposed a rela-
tively smaller magnitude transverse variation prescribed by
the other terms in Eq.~34!. @Note that in Eq.~40! the second
term contains a contribution only from the zero time-
averaged componentg2(s,g) of the boundary condition in
Eq. ~38!, with the nonzero time-averaged component
g0(s,g) appearing only in the first term. This is merely an
artifact of the insulated boundaries idealization—for realistic
cases recourse must be made to the more general form in
Eqs.~B1!–~B3! in which case bothg0 andg2 would make a
contribution to the time-averaged behavior.#

The idealizations notwithstanding, the above analysis
also shows that thesteadytemperature distribution,w(x) in
Eq. ~40!, despite being nominally anO(1) quantity in the
series solution form of Eq.~8b!, can be considerably ampli-
fied due to the wall–fluid coupling. This is further clarified
below by considering thedimensionalmagnitude of this tem-
perature term which clearly shows the roles of the different
fluid/solid properties and parameters, and their capability to
induce a large temperature magnification in the wall and the
fluid,

Ti* 2Tm

Tm

5
K f

Ks

coth 2lk

2dnk

cm
2

2cpTm
S P0

gpm
D 2

g2~s,g!cos 2x.

~41!

Despite being the result for a very idealized situation, the
above simplified form provides a direct look at the reason
behind this magnified temperature gradient, and helps in a
better appreciation of the more realistic and general form@in
Eqs.~B1!–~B3!# when nonzero heat transfer rates are present
at the channel ends.

For completeness, it would also be useful to recall at this
stage the major assumptions made in arriving at the simple
forms in Eqs.~40! and ~41! as listed below:

~1! Boundary layer approximation of the Navier–Stokes
equations based on the narrow acoustic waveguide ap-
proximation in the channel,y0

2k2!1.
~2! Small solid thermal penetration depth,dsk!1, to allow

the approximation which yields the form in Eq.~12!.
~3! Sufficiently thick channel walls (l /ds>2) to approxi-

mate the constantes in Eq. ~13! as real, and to also allow
a quasi-steady conduction analysis~in Appendix B! for
the case of insulated boundaries.
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~4! Sufficiently wide channel gaps (y0 /dk>4) to approxi-
mate the constantes in Eq. ~13! as real, and to also allow
the use of the purely sinusoidal approximation forp̄1(x)
in the simplified forms in Eqs.~26!–~29! for the time
averaging in Eq.~25! to ultimately arrive at the result for
theO(1) steady temperature distributionf10 in Eq. ~34!.

~5! Combination of fluid–solid properties for which
(K%cp)s@(K%cp) f so thates→0.

~6! Host fluid is a gas (s,1) which may be treated as ideal,
so that bmTm[1, jm[1, and B[(bmTm)2(cm

2 /cpTm)
5(g21).

~7! Channel half-wavelength long (x150,x25p) with insu-
lated ends atx1, x2.

IV. COMPARISONS WITH EXPERIMENTAL DATA

Most of the available experimental data in the literature
for this problem has been obtained using a short stack of
narrow gap channels~called aThermoAcoustic Couple or
TAC! with walls made from sandwiched fiber glass or metal
in the form of sheets/plates or screens. These walls have
been carefully inlaid with instrumentation~thermopiles or
thermocouples! designed to measure the induced temperature
distribution in the channel~see, for instance, Fig. 4 in Ref. 7
or Figs. 2 and 3 in Ref. 12!. Data from such experiments
have been typically gathered in the form of temperature mea-
surements at various axial locations along the channel wall,
and/or, in the form of a net temperature difference induced
across the ends of the channel (DTs). Results from the
present theory will be compared with available experimental
data, although such a comparison must be qualified with cer-
tain inherent limitations in the procedure as noted below:

~i! the unknown heat transfer coefficients at the ends of
the channel walls;

~ii ! edge effects due to a finite lateral extent of the TAC
not accounted for in the theory;

~iii ! the sandwich nature of the channel walls of the stacks,
which introduces uncertainties related to the resis-
tance due to improper bonding of dissimilar materials;
and

~iv! difficult to simulate artificially controlled heating/
cooling conditions present at the ends of the TAC in
some of the experiments.

The above limitations notwithstanding, in the interests
of validating the current theory by corroboration with experi-
ment, an attempt has been made to compare the theoretical
predictions of this study with earlier experimental data wher-
ever relevant. All comparisons have been made only with
data obtained from solid-walled channels~such as plates, and
not screens or meshes!, for which this theory has been de-
veloped.

In the absence of any information on the crucial heat
transfer behavior at the ends of these channels, the ends faces
have initially been simply assumed to be insulated
(Bi15Bi250) in these comparisons. Under such conditions,
the dimensionalmagnitude of the fluid-wall interface tem-
perature used in these comparisons can be obtained from the
time-independent part of Eqs.~B4! and ~B5! as,

~Ti* ux2Ti* ux1
!52

dx2

8p
F2g2~s,g!

gAs
G pmA2k f

Ks

cm

Av
S P0

pm
D 2

3 (
n51,3,5, . . .

`
~sin 2x11sin 2x2!

n~n22dx2!

3coth~2lkn/dx!@12cos 2n~x2x1!# ~42!

and in the above form permits ready comparison with exist-
ing forms in the literature. For cases where some information
on the heat transfer coefficients at the channel ends can be
indirectly deduced, the more general form in Eqs.~B1!–~B3!
has been used.

In either case, numerical values of the above infinite
series solutions were obtained from a simple computer pro-
gram. Each program was input with the variables and mate-
rial properties relevant to the particular experiment being ex-
amined, and the infinite series solution in Eqs.~B1!–~B3! or
Eqs.~B4!–~B5! and~42! were evaluated. The results of such
a comparison process have been presented below for one
such representative experimental study.

A. Comparisons with Ref. 7

Wheatleyet al.7 measured the temperature distribution
in the channels of various TAC configurations which are
most suitable for comparisons with this study. Data from
these experiments were principally plotted in Figs. 9–13 of
their paper, the salient features of a couple of which are
discussed and compared below.

In particular, data from a representative figure~Fig. 10
of their paper! has been reproduced in Fig. 3 here, and com-
pared with theoretical predictions from this study. The ex-
perimental data are for a fiberglass TAC in a resonant duct
with He gas at a mean pressure,pm52.76 bar, and fre-
quency,f 5161 Hz, with pressure ratiosP0 /pm in the range
of 1.6%–3.7%. It is encouraging to note from Fig. 3 that
despite the inherent uncertainties in obtaining the experimen-
tal parameters, the current theory successfully predicts tem-

FIG. 3. Mean temperature distribution with axial location. The open circles
connected by a curve represent measured temperature data for a fiberglass
TAC reproduced from Fig. 10 of Wheatleyet al. ~Ref. 7!. The smooth curve
is the theoretical prediction from the current study under the same condi-
tions as discussed in Sec. IV A.
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perature differences of the O~100°C! as recorded in their
paper. Unfortunately a more precise comparison is neither
possible nor meaningful because of the lack of more accurate
knowledge on the behavior of the flow at the ends of the
stack. In particular it is clear from Fig. 3 here that the tem-
perature distribution predicted by this study has a zero slope
at the channel ends and is consistent with the insulated ends
assumption being made for lack of more detailed informa-
tion. In contrast, the experimental curve has a finite slope at
the ends indicating a cooling effect which is in turn respon-
sible for the general upward shift of the curve. This unknown
flow and heat transfer behavior at the channel ends prevents
a more accurate extrapolation of our theoretically predicted
data with the experimental values, although the general trend
is indeed encouraging.

In Fig. 4, a comparison has been made with Fig. 11 of
Wheatleyet al.7 Here the experimental data are also for a
fiber glass TAC in a resonant duct with He gas, but at a mean
pressure,pm51.90 bar, and frequency,f 5394 Hz, for four
pressure ratio (P0 /pm) values of 2.19%, 3.12%, 4.38%, and
6.19%. A more meaningful comparison is possible in this
case since the experimental data has been presented in the
form of a temperaturedifferencerather than an absolute tem-
peratureratio. A magnified view of Fig. 11 of their paper has
been used to calculate as accurately possible the temperature
gradients at the ends of the channel, which was in turn used
to determine the Biot numbers. These Biot number values
were then used in Eqs.~B1!–~B3! to predict the temperature
distribution for the different pressure ratios that were used in
the experiment, the results of which have been plotted in Fig.
4 here. Once again the agreement between the experimental
data and the predictions from this study is very encouraging,
especially at lower pressure ratios. Increasing deviation at

higher pressure ratios is probably due to other higher order
effects that are not accounted for by the present theory. In
addition it is noteworthy that these comparisons can provide
us with an estimate~although crude! of the heat transfer co-
efficients at the ends of the channel, which were found to
vary linearly with the acoustic pressure ratio~and hence as
the square root of the acoustic streaming velocity and also of
the corresponding Reynolds number! for a given set of con-
ditions.

For the ‘‘short-stack’’ approximation (dx!1, stack
length short relative to one-quarter wavelength! commonly
made in some of the experiments, Eq.~42! may be used to
obtain the net temperature difference,DTs , across the ends
of the stack as

DTs[~Ti* ux2
2Ti* ux1

!

[
dx2

2p
F2g2~s,g!

gAs
G pmA2k f

Ks

cm

Av
S P0

pm
D 2

3sin 2x̄(
n50

`
coth~2~2n11!lk/dx!

~2n11!3
@11O~dx2!#.

~43!

The series summation in Eq.~43! is rapidly convergent and
may be conveniently approximated by its first term with a
maximum incurred error of a few percent. Again a compari-
son of this result with experimental data is encouraging and
exhibits the sin 2x̄ dependence measured by Wheatleyet al.
~see Fig. 5 in Ref. 7! and Atchleyet al. ~see Figs. 7 and 8 in
Ref. 12!. However at this order of approximation, the theory
is unable to predict the distortions observed by Atchleyet al.
~see Figs. 9 and 11 in Ref. 12! at high acoustic~drive! pres-
sure ratios.

It may be concluded that despite the inherent limitations
in making comparisons with experimental data obtained ‘‘af-
ter the fact’’ ~i.e., under previously prescribed and controlled
experimental conditions not precisely applicable to the
present study!, the extent of verification that has been ob-
tained is encouraging enough to suggest other avenues of
research with regard to the transport mechanics at the chan-
nel ends.

V. CLOSURE

The fundamental problem of thermoacoustic streaming
in a resonant channel~representative of a channel in the stack
of a thermoacoustic engine! has been considered to deter-
mine the origin of the mean or time-averaged temperature
stratification that is induced in the walls and the fluid gap of
such a channel. In the course of this study the role of a little
known second order thermal expansion coefficient was de-
veloped at the beginning of Sec. III A, and used to arrive at
the heat flux result for the wide-gap case in Eqs.~32! and
~33!, which is one of the principal results of this paper. A
careful term-by-term comparison was made in Sec. III B to
enunciate a sound physical explanation for the origin of this
thermoacoustic effect, and to check the validity of the oft-

FIG. 4. Mean temperature distribution with axial location. The open circles
connected by a curve represent measured temperature data for a fiberglass
TAC reproduced from Fig. 11 of Wheatleyet al. ~Ref. 7!. The four smooth
curves are theoretical predictions from the current study for pressure ratio
(P0 /pm) values of 2.19%, 3.12%, 4.38%, and 6.19% as discussed in Sec.
IV A.
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quoted bucket-brigade model. Based on the more general
treatment of the arbitrary gap case in Appendix A, a cor-
rected integral result has been provided in Eq.~A1!, and
from the standpoint of engine design, optimum channel gap
widths have been predicted that can maximize the thermal
stratification in the channel. It is found that this behavior is
intimately coupled with the requirement for continuity of
temperature and heat flux at the wall-fluid interface, and this
coupling is crucial in determining the nature of the large
axial temperature stratification that can be induced in the
channel. This feature was demonstrated by solution of the
coupled wall-fluid problem in Appendix B and subsequent
successful comparisons in Sec. IV with representative ex-
perimental data available in the literature.

A knowledge of the fluid flow and heat transfer behavior
at the endsof the channel walls is essential to be able to
accurately predict the magnitude of the mean temperature
gradient that can be established. It is believed that the above
time-averaged heat transfer aspects, both inside and at the
ends of the channel, are strongly influenced by the behavior
of the time-averaged streaming fluid motion which is gener-
ated on the walls of the channel. It is hoped that the devel-
opment in this study would establish a proper framework for
the formulation of this problem and allow such higher order
effects to be treated in a systematic manner.
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APPENDIX A

For the case of arbitrary gap widths, it was noted earlier
in Sec. III A that the general form in Eq.~25! must be inte-
grated to obtain the time-averaged results. An integral pro-
cedure for carrying this out has been implemented in the
Appendix of the paper by Merkli and Thomann,4 which re-
sults in a compact form~Eq. 20 of their paper! for the time-
averaged heat flux at the wall-fluid interface. However a
close inspection of this result and its dependence on only the
leading order termsu1 andf0 ~but notv1) suggests that the
time-averaged heat flux is independent ofg, and furthermore
for wide gaps ~when u p̄1u'cosx) predicts a purely
cos 2x-type sinusoidal variation, both these features being
clearly inconsistent with the true form in Fig. 2 shown here.
The correct form of the result from their integral method
obtained here by using Eq.~17! in Eq. ~25! yields for the
case of an ideal gas working fluid,

1

2sh0

]f10

]y
U

y51

5h0E
0

1K ]

]x
~u1f0!L dy

1^~h0v1!f0&U
y50

y51

, ~A1!

where the presence of the previously ignored second term on
the rhs may be noted. Application of the wide-gap limiting
forms in Eqs.~26!, ~27!, and~29! shows thatboth termson
the rhs of Eq.~A1! make a nonzero contribution to give

g~x;s,g![
1

s

]f10

]h
U

h50

5
~12sAs!

As~11s!
cos 2x1

~g1As21!

As
cos2 x,

~A2!

which is an alternative form of the ideal gas result in Eq.
~33!.

For the more general case of arbitrary gap widths, the
more complicated time-averaging integration procedure in
Eq. ~25! to obtain the dimensionless wall heat flux was car-
ried out with the help of the symbolic computational pro-
gramMAPLE. As noted at the end of Sec. II, for purposes of

FIG. A1. Pressure distribution,p1(x,t), in the channel gap for different
values ofh0As shown in the figure.~a! s50.27 andg55/3, representative
of a He–Xe mixture.~b! s50.7 andg57/5, representative of air.
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establishing a universal baseline reference case which for
convenience does not involve the blockage factorl /y0, all
channels considered are half-wavelength long withx150
andx25p. No other approximations were made and the gen-
eral solution of Eq.~19! ~with es→0) was used along with
the general forms of the expressions for the first harmonic
quantities in Eqs.~10!, ~11!, ~16!, and~18! valid for arbitrary
gap widths. The resulting expression for the dimensionless
heat flux @equivalent to Eq.~32!# is much too long-winded
and hence prohibitively cumbersome to be reproduced here
in its entirety and is available from the corresponding author
~A. G.! upon request. Only the resulting behavior is dis-
cussed below.

First, it is worth pointing out that for very narrow gaps
the pressure waveform,p1(x,t), in the channel is consider-
ably distorted from its purely sinusoidal wide-gap form, as is
evident from Fig. A1 which shows the pressure distribution
for different gap widths for two representative cases at ap-
proximately each end of the Prandtl number spectrum for
gases. Figure A2 is a plot of the pressure traces from the
curves in Fig. A1 at two chosen instants of time,t50,p/2, to
further emphasize this point.

To also compare the heat flux results for the above gen-

eral case of arbitrary gap widths, with that of the wide-gap
limiting form g(x) in Eqs. ~32! and ~33! or Eq. ~A1!, a
suitable functionG(x) is defined as follows:

G~x;s,g,h0![
1

s

]f10

]h
U

h50

such that G~x;s,g,h0→`![g~x;s,g!,
~A3!

where the functionG(x) represents the arbitrary-gap analog
of the wide-gap formg(x).

The variation of G(x) for different values ofh0 is
shown in Fig. A3 for the same Prandtl numbers considered in
Figs. A1 and A2. It may be deduced from Fig. A3~a! and the
numerical values that, for low Prandtl number gases there
clearly exists an optimum gap width of
y0 /dk[h0As'1.5– 1.6 for which, the axial gradient of the
thermoacoustically induced mean heat flux between the pres-
sure node and antinode, and the lowest temperature achieved
in the vicinity of the pressure node, are both maximized. For
larger Prandtl numbers such as for air, Fig. A3~b! and the
numerical values indicate that there is not such a clear opti-

FIG. A3. Axial variation of the dimensionless wall heat flux for arbitrary
gap widths as described by the functionG(x;s,g,h0) from Appendix A for
different values ofh0As shown on the figure. The dotted line represents the
wide-gap limiting form,g(x), shown in Fig. 2.~a! s50.27 andg55/3,
representative of a He–Xe mixture.~b! s50.7 andg57/5, representative
of air.

FIG. A2. Pressure traces,p1(x), for t50,p/2, for different values ofh0As
shown on the figure. The dotted line represents the wide-gap limiting form.
~a! s50.27 andg55/3, representative of a He–Xe mixture.~b! s50.7 and
g57/5, representative of air.
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mum and a wider range of gap widths can be used to maxi-
mize these thermoacoustic effects. However it becomes clear
from a comparison of Fig. A3~a! and ~b! that gases, or gas
mixtures, with low Prandtl numbers~such as those studied
by Hofler22 and Giacobbe45! are preferred since they are ca-
pable of inducing much larger temperature gradients, and
larger levels of cooling, which are the desirable features for
refrigeration applications of thermoacoustic engines. The
form of G(x) in Fig. A3 also helps clearly establish the
wide-gap criterion and confirms that fory0 /dk>4, the more
convenient results for the wide-gap approximation developed
in the main body of this paper may be used with little loss in
accuracy.

APPENDIX B

For the general case when Bi1 and/or Bi2 are nonzero,
the solution of the heat conduction problem posed in Eqs.
~36!–~39! may be obtained from the separation of variables
method as,

F105 (
n50

`
K fs

NI

Dn

lkVn

coshlkVnys

sinh lkVn
FcosVn~x2x1!

1
Bi1

Vn

sin Vn~x2x1!G , ~B1!

where the constants,Dn , are

Dn5
2g0~s,g!

Vn
Fsin VnDx1

Bi1

Vn

~12cosVnDx!G
1

g2~s,g!

~21Vn!
H @sin~~21Vn!Dx12x1!2sin 2x1#

2
Bi1

Vn

@cos~~21Vn!Dx12x1!2cos 2x1#J
1

g2~s,g!

~22Vn!
H @sin~~22Vn!Dx12x1!2sin 2x1#

1
Bi1

Vn

@cos~~22Vn!Dx12x1!2cos 2x1#J , ~B2!

and the eigenvalues,Vn , and the normalization integral,NI ,
are given by

cot VnDx5
Vn

22Bi1 Bi2

Vn~Bi11Bi2!
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~B3!

NI5DxF11
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~11Bi1
2/Vn
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~11Bi2
2/Vn

2!
G .

For the special case of insulated ends, Bi15Bi250
treated in Sec. III D, the complete unsteady form of the heat
conduction equation in Eq.~6! must be considered to allow a
quasi-steady analysis~for l /ds sufficiently large!. In this case
the fluid-wall interface heat flux boundary condition in Eq.
~38! must be decomposed into two parts, one with a zero
mean and the other with a nonzero mean, over the channel

length,Dx. The part with the zero mean yields a steady-state
solution with eigenvalues,Vn5np/Dx. The part with the
nonzero mean yields the time-dependent solution~subject to
the initial conditionF1050 at ts50), which may be ob-
tained by Laplace transform methods, and consists of expo-
nentially decaying transients along with a quasi-steady
growth on the diffusive time scale. For time,ts , large
enough for which the above transients are negligible,

F105 (
n51

`
Dn

lkVn

coshlkVnys

sinh lkVn

cosVn~x2x1!

1K fsFg0~s,g!1
1

2Dx
g2~s,g!

3~sin 2x22sin 2x1!G S ts1
1

2
ys

22
1

6D , ~B4!

where the eigenvaluesVn5np/Dx, and the constants,Dn ,
are now given by

Dn5K fsg2~s,g!@~21!nsin 2x22sin 2x1#

3F 1

2Dx1np
1

1

2Dx2npG . ~B5!
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Measurements of thermoacoustic functions for single pores
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A novel volume modulation technique is employed to measure the complex compressibility of a gas
in a single pore. The complex compressibility depends on the geometry dependent thermal coupling
between the gas and the pore walls, and is related to the thermoacoustic functionf k , or
equivalently,F(l). By measuring two different lengths of a given pore, end effects are eliminated,
so thatF(l) corresponding to a uniform, infinite length pore is determined. Pores of circular,
rectangular, coaxial, and hexagonal cross sections were investigated, as well as cylinders which
contained wire mesh screens. A wide range of values for the ratio of the thermal penetration depth
to pore size was achieved by working down to very low frequencies. Results for circular,
rectangular, and coaxial pores are in excellent agreement with theory. Hexagonal pores show
behavior which is very close to similar size circular pores. Qualitative aspects of the screen results
can be understood by a comparison to the theory for parallel plates. ©1998 Acoustical Society of
America.@S0001-4966~98!00503-7#

PACS numbers: 43.35.Ud, 43.20.Mv, 43.20.Ye@HEB#

INTRODUCTION

It is interesting to consider the effects of different stacks
on the efficiency of thermoacoustic engines. The thermoa-
coustic behavior of circular and parallel plate stacks was
originally calculated by Rott.1 Arnott et al.2 and also
Stinson3 extended these results to additional pore geometries.
A new geometry, consisting of the channels between an array
of parallel wires, was proposed by Mu¨ller.4 Swift and
Keolian5 presented calculations which confirmed that a sig-
nificant increase in efficiency for this type of geometry
~termed the ‘‘pin array’’! could be obtained.

In general, the efficiency of a stack containing pores of a
particular geometry is completely determined by the ther-
moacoustic functionf k employed by Rott. A related func-
tion, F(l), was introduced by Arnottet al.2 to discuss ther-
moacoustics for stacks having arbitrary pore geometries. The
two functions are related byF(l)512 f k* .

We previously described an experimental technique
which allows one to measure directly the functionF(l) for
single pores.6 Here, we present the results for a variety of
pore geometries using this technique. The pores used were
relatively large in diameter, but by working down to very
low frequencies, a wide range of values for the ratio of the
thermal penetration depth to pore size was explored. Conse-
quently, the results are also applicable to much smaller pores
at higher frequencies~as in porous materials or stacks! which
have similar values for this ratio.

Measurements were performed for pores of circular,
rectangular, coaxial, and hexagonal cross sections, as well as
cylinders which contained wire mesh screens. For the first
three types, a direct comparison with theory was possible.

I. EXPERIMENTAL TECHNIQUE

A number of improvements were made to the original
apparatus described in Ref. 6. The setup is shown in Fig. 1.
A 2-in. tweeter, driven by the reference output of a lock-in

~buffered with a power amplifier!, modulates an electro-
formed bellows attached to one side of a given pore. The
motion of the bellows was monitored by bouncing a laser
beam off a mirror on the speaker cone onto a position-
sensitive detector~United Detector Technology model LSC/
5D!. It was important to measure only the translational part
of the motion since rotation does not result in any net volume
change of the cell. This was achieved by placing a lens mid-
way between the speaker and detector which imaged the la-
ser spot on the mirror onto the detector.7 The amplitude of
the motion varied slightly with frequency and was approxi-
mately 0.07 mm peak to peak. This corresponded to relative
volume oscillations of about 0.4% for the smallest pore
down to 0.04% for the largest. The resulting pressure oscil-
lations were sensed with a silicon pressure gauge~Honeywell
Microswitch model 24PCAFA1G! attached to the opposite
end of the pore. The position and pressure signals were de-
tected simultaneously with two digital vector lock-in ampli-
fiers ~Stanford Research Systems models SR850 and SR830!
locked to the same reference frequency. The drive frequency
was stepped from 0.5 Hz to 96 Hz in 71 equal increments of
f 1/2. Both position and pressure signals were detected with a
time constant of 3 s for frequencies below 3 Hz, and 1 s for
the remainder. These relatively short time constants were
possible because the lock-in amplifiers employ a digital filter
to remove the second harmonic usually present after the
phase sensitive detector. The complex pressure response was
divided by the complex displacement response for all mea-
sured frequencies. This normalized pressure response will be
referred to throughout the paper asp(v).

The setup was designed so that different pore lengths
and geometries could easily be inserted~and sealed! or re-
moved. Before taking data for each pore, the cell was first
flushed with dry nitrogen gas for several hours and then
sealed off under approximately one atmosphere of nitrogen.
The exact pressure in the cell was determined by measuring
the outside pressure with a capacitance manometer~MKS
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Baratron model 622A 13T ED!, and also the pressure differ-
ence between the inside and outside using the silicon pres-
sure gauge, which was calibrated separately. The cell was
allowed enough time to equilibrate to room temperature,
which was measured with a mercury thermometer. A com-
plete run for one pore took 35 min, during which time the
drift in pressure and temperature was typically less than 1.5
Torr and 0.2 degrees Celsius, respectively. Typically, three
to five runs were made with a given pore to check that the
data were reproducible.

For each pore geometry, measurements were made with
a longer and shorter length. From these measurements, the
thermoacoustic functionF(l) corresponding to a uniform,
infinite length pore was determined as discussed below.

II. THEORY

In the low frequency limit where the acoustic wave-
length in the gas is much larger than the length of the pore,
the pressure response can be considered spatially uniform.
To first order, the pressure and volume of the cell can be
written as

P~ t !5P01P1~v!exp~2 ivt !,
~1!

V~ t !5V01V1~v!exp~2 ivt !,

whereP0 andV0 are the equilibrium values andP1 andV1

are the acoustic variations. The complex compressibility is
defined in terms of these quantities as:

C~v!52
1

V0

V1~v!

P1~v!
. ~2!

The complex compressibility is also related to the experi-
mentally measured normalized pressure response,p(v), as
follows:6

C~v!5
p~0!

p~v!
3~P0!21. ~3!

The thermoacoustic functionF(l) is defined in terms of the
complex compressibilityC`(v) which would be measured

for an infinite length pore of uniform cross section:2,3

F~l!5
g

g21
@12P0C`~v!#, l5RAr0vcp

k
. ~4!

g is the usual ratio of specific heats,r0 is the gas density,cp

is the isobaric heat capacity,k is the thermal conductivity,
and R is the characteristic pore radius defined as twice the
transverse pore area divided by the pore perimeter. It is con-
venient to define a functionF̃(l), which is related to the
complex compressibility of arbitrary pores in the same way:

F̃~l!5
g

g21
@12P0C~v!#. ~5!

For a given pore inserted into the setup,F̃(l) @as determined
from the pressure response using Eqs.~3! and~5!# represents
an average of the thermoacoustic properties of the pore and
the ends including the bellows and the pressure gauge. How-
ever, by measuring the pressure response for two different
lengths of the desired pore, the end effects can be subtracted
out to give the thermoacoustic functionF(l).8 Let pa(v)
and pb(v) correspond to the measured pressure response
functions, andVa and Vb correspond to the volumes, with
the shorter and longer pores inserted into the setup, respec-
tively. The corresponding functionsF̃a(l) andF̃b(l) can be
calculated using Eqs.~3! and~5!. The response for a uniform
infinite pore is then given by6

F~l!5
Va /Vb

Va /Vb21
F̃a~l!2

1

Va /Vb21
F̃b~l!. ~6!

The volume ratio in Eq.~6! is determined experimentally by

Va

Vb
5

pb~v50!

pa~v50!

Pa

Pb
. ~7!

Pa and Pb are the equilibrium pressures in the cell for the
runs with the short and long pores. In order to get accurate
measurements forp(v50), the pressure response was ex-
trapolated to zero frequency with a polynomial fit to the
values ofp(v) for the ten lowest frequencies. Only the real
part of the response was fit because Im@p(v50)#50. A poly-
nomial of the formy5A1Bv21Cv4 was used because, for
any geometry, the low-frequency expansion of the response
function takes this form.

Values for l were determined using cp

529.124 J/mol K.9 r0 was calculated from the cell pressure
and temperature assuming the ideal gas law. The thermal
conductivity k was taken to be @25.4410.074(T
222C)# mW/m K which is a simple interpolation between
the literature values given fork.10 For g, a value of 1.4021
was determined from the above value forcp , and a value for
cp2cv calculated using the second virial coefficient for
nitrogen11 and the thermodynamic relationship:

cp2cV5TS ]p

]TD
V
S ]V

]TD
p

. ~8!

Exact theoretical expressions forF(l) have been de-
rived for some specific pore geometries. Cylindrical and par-
allel plate geometries have been worked out in the context of
both thermoacoustics and porous media theory.1,12–15Calcu-

FIG. 1. Schematic diagram of the experimental setup.
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lations for rectangular pores are given by Stinson,3 and also
Roh et al.16 Triangular pores are worked out by Stinson and
Champoux.17 A compilation of all the results can be found in
Arnott et al.2

The derivation for a coaxial geometry follows a similar
line to that of the pin-array model.5 They differ only in the

boundary condition at the outside radius: For the coaxial
geometry, the temperature variations vanish while for the pin
array the radial derivative of the same quantity vanishes.
Assuming an inner radiusr i and an outer radiusr o , the
result is expressed in terms of Bessel functionsJ and Neu-
mann functionsY:

F~l!512
2

x2
22x1

2 H ~Y0~x2!2Y0~x1!!~x2J1~x2!2x1J1~x1!!2~J0~x2!2J0~x1!!~x2Y1~x2!2x1Y1~x1!!

J0~x1!Y0~x2!2J0~x2!Y0~x1! J ,

x15
11 i

&

r i

r 02r i
l, x25

11 i

&

r o

r o2r i
l. ~9!

The characteristic pore radius for this geometry is given by

R5
2~pr o

22pr i
2!

2pr o12pr i
5r o2r i . ~10!

III. PORE GEOMETRIES

The dimensions and shapes of the different pores used in
the experiment are shown in Fig. 2. Two types of screens
were measured. Both were spaced by 0.051 in. and fit into a
cylinder as shown. The fine screens were brass with a wire
density of 40/in. The orientation of adjacent screens was ran-
dom. The coarse screens were copper, and had a wire density
of 14/in. in one direction and 18/in. in the other. These were
chosen so that the spacing between the screens was roughly
equal to the size of the screen holes. They were oriented
uniformly, but the wires on adjacent screens did not line up
perfectly when viewed down the axis of the cylinder. For
both types of screens, two lengths were measured to elimi-
nate end effects but no attempt was made to eliminate edge
effects at the perimeter of the cylinder.

For all of the pores, the ends were adapted to fit into a
standard size hole which interfaced to the bellows on one
side and a similar hole which interfaced to the pressure
gauge on the opposite side. The manner in which this was
done is shown at the bottom of Fig. 2 for the coaxial and
screen pores.

IV. RESULTS AND DISCUSSION

The results for all of the pores are shown in Figs. 3–5.
The small anomaly observed in all the experimental curves is
due to pickup at 60 Hz. Except where noted, the experimen-
tal data forF are plotted versusl5(r0vcp /k)1/2R, whereR
is the characteristic radius defined above. The uncertainty in
the data points due to systematic effects is estimated to be
about 0.002 in absolute units for the imaginary component
and 0.01 for the real component. The statistical errors in
most cases are smaller than this except at the very lowest
frequencies where some scatter is observed. The statistical
errors for the screens are somewhat larger.

For the rectangular pores, measurements were made for
pores of length 1, 2, 3, and 4 in.F(l) was determined from

the 1 in. and 3 in. pair, and also the 2-in. and 4-in. pair. This
was done to check that the 1-in. pore was long enough for
the thermal response in the center to be independent of the
ends. For the remaining geometries, only two pore lengths
were measured. Except for the screens, the nominal length of
pores used were 1 in. and 3 in. For the screens, the short pore
contained 1 screen and 2 spacers while the long pore con-
tained 10 screens and 11 spacers.

The results for the circular, rectangular, and coaxial
pores are plotted in Fig. 3 along with the theoretical curves.
Note that these are not ‘‘fits’’ to the experimental data, i.e.,
there are no free parameters. The experimental measure-
ments agree very well with theory for all three pore geom-
etries. The disagreement at the upper end of the frequency
range is due to the finite length of the cell relative to the
wavelength of sound. In other words, the deviation observed
is the tail of the first standing wave resonance in the tube.
This effect does not severely limit the range of validity of the
results; in particular, the imaginary component is practically
unaffected over most of the range. The reason for this is that
the effect of the resonance is most pronounced on the real
part of the pressure response. At higher frequencies, the real
part of the response contains the dispersive resonant line
shape, while the imaginary part contains the resonant peak.
Since the tail of resonant peak falls off more quickly@(v
2v0)22# than the dispersive part@(v2v0)21#, the imagi-
nary part of the low-frequency behavior is less influenced by
the resonance.

There is a small systematic overshoot of the dip in the
imaginary part ofF(l) by about 1.5% which is present for
the circular and rectangular pore data.18 Although this effect
could be accounted for by a value ofg 0.6% larger than the
one used, it seems unlikely that the literature values for the
gas properties are in error by that amount. The cause for this
overshoot is still open to conjecture.

The results for the circular and hexagonal pores are par-
ticularly interesting in the context of the work relating to the
pin-array stack geometry. The theory employed by Swift and
Keolian5 to calculate the response for the pin-array relies on
approximating a hexagonal boundary by a circular one en-
closing an equal area. Recent experimental measurements by
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Hayden and Swift have shown that this approximation is
well justified for the pin array.19

A comparison of the data for circular and hexagonal
pores~Fig. 4! shows that these two geometries are almost
identical if the experimental data for the hexagon are plotted
as a function ofl5(r0vcp /k)1/2r 8, wherer 8 is taken to be
the radius of a circle which has an equal area to that of the
hexagon. At the higher frequencies, slightly better agreement
~not shown! is achieved if the hexagon data are plotted as a
function ofl5(r0vcp /k)1/2R, whereR is the characteristic
radius. This is to be expected since all geometries should

agree at high frequencies~i.e., small thermal penetration
depths! when plotted in this fashion.

Note that there is a subtle difference between the com-
parison discussed here and the pin-array calculation. For the
pin array, the hexagonal geometry and the ‘‘circle of equal
area’’ geometry have the same characteristic radius because
the perimeter~due to the pins only! is the same for each.

Closer examination~see inset! reveals that the dip in
Im F(l) is 1.5% smaller for the hexagonal pore compared to
a circular pore. This is expected qualitatively by considering
the theory for triangular, square, and circular pores. The

FIG. 2. Geometry and inside dimensions of the pores used in the experiment. All of the pores are made from brass, except for the coarse screens which are
copper.
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FIG. 3. F(l) vs l plotted for the results from~a! the 2-in. and 4-in. rect-
angular pores,~b! the 1-in. and 3-in. rectangular pores,~c! the 0.128-in.
diameter circular pores,~d! the 0.1605-in. diameter circular pores, and~e!
the coaxial geometry pores. The solid lines are the results of the theory for
the appropriate geometry. In all cases the inset shows a close-up of the
minimum in ImF(l).
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minimum in ImF(l) increases~in magnitude! with the num-
ber of sides of the polygon~with a circle being thought of as
having an infinite number!. The minimum of ImF(l) for a
square is 3% smaller than that of a circular pore. It is rea-
sonable that the hexagon data fall in between the square and
the circle.

Although quantitative attempts to model complex geom-
etries similar to screens have been made in the context of
porous media theory,15 only a qualitative description will be
given here. The results for the two screen geometries~Fig.
5!, plotted as a function ofl5(r0vcp /k)1/2d, where d
equals the distance between the screens, are compared to the
theory for parallel plates. For the fine screens, the dip in
Im F(l) occurs at a similar value ofl as the theory. Quali-
tatively, the picture is the following: The region between
adjacent screens crosses over from isothermal to adiabatic
behavior at the same frequency as that expected for parallel
plates. However, the magnitude of the response is smaller
because at this frequency the pressure oscillations in the vol-
ume between the small screen holes are still isothermal. Only
at significantly higher frequencies do the oscillations in these
regions cross over to adiabatic. It might be interesting to
consider how a thermoacoustic device with a stack having
this geometry would operate.

The data for the coarser screens show somewhat differ-
ent behavior. A given parcel of gas between these screens is
farther away from solid boundary~on the average! relative to
a similar parcel between the fine screens. Therefore, the
crossover from isothermal to adiabatic behavior occurs at a
lower frequency. Because the holes in the screens are similar
in size to the screen spacing, there is only one length scale
for the transition from isothermal to adiabatic behavior. It is
reasonable to conjecture that this results in the deeper mini-

mum in ImF(l) seen for the coarse screens relative to the
fine ones.

V. CONCLUSIONS

An experimental technique has been demonstrated
which provides accurate measurements of the thermoacous-
tic function F(l) for single uniform pores and other more
complicated geometries.
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FIG. 4. F(l) vs l plotted for the hexagonal pore along with the results for
the 0.128-in. circular pore. For the hexagonal pore, the data is plotted as a
function ofl5(r0vcp /k)1/2r 8, wherer 8 is the radius of a circle which has
an area equal to that of the hexagon. The inset shows a close-up of the
minimum in ImF(l).

FIG. 5. F(l) vs l plotted for the results of~a! the fine screens and~b! the
coarse screens. In both cases, the data were plotted againstl
5(r0vcp /k)1/2d, whered equals the distance between the screens. The
solid curves are the theory for parallel planes.
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Scattering of ultrasonic compression waves by particulate filler
in a cured epoxy continuum
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Absorption of ultrasound in adhesive materials is significant in forming ultrasonic signals obtained
in nondestructive evaluation~NDE! procedures, and may also have diagnostic value in the
evaluation of adhesive materials themselves. This paper investigates the effects of filler particles in
adhesive polymers on ultrasonic compression wave absorption and phase velocity dispersion as
functions of frequency. Wave propagation is affected by relaxations in the continuous polymer
phase as well as by scattering at filler particles. The complex compression wave number for the
composite material is derived on the basis of conventional theories of scattering in randomly
distributed fields of particles, together with a formulation of the particle diffraction problem based
on a combination of the cases for solid particles in solid continua and solid particles in liquid
continua first proposed by Ying and Truell, and Allegra and Hawley, respectively. Experiments are
described which demonstrate the effects of relaxations and scattering on absorption and phase
velocity as functions of frequency in an epoxy material containing a mineral filler. Good agreement
is obtained between theory and experiment. ©1998 Acoustical Society of America.
@S0001-4966~98!01203-X#

PACS numbers: 43.38.Ar, 43.35.Cg@SLE#

LIST OF SYMBOLS

v frequency, 2p f
hn , j n Heine functions
ac ,as ,aT radius of particle multiplied by wave number

of compressional, shear, and thermal waves

m shear modulus
k thermal conductivity
h shear viscosity
bc see Eq.~7!
bT see Eq.~8!

~Except in the case ofj n andhn primes refer to physical quantities of the dispersed phase!

INTRODUCTION

The increasing use of adhesive bonding in safety critical
structures brings with it an urgent need for nondestructive
evaluation~NDE! of adhered structures and adhesive mate-
rials. For many reasons which are beyond the scope of this
paper compression wave ultrasound provides a basis for such
testing and evaluation. Absorption of ultrasound in adhesive
materials is significant in forming the signals obtained in test
procedures applied to thick bondlines, and could potentially
provide the basis for the evaluation of cured adhesive mate-
rials if more was known about the physics of the interactions
between ultrasound and the adhesive. In earlier work1 we
presented measurements of wave absorption and phase ve-
locity as functions of frequency for a number of industrial
adhesive formulations, and showed how a simple anelastic
solid model could be used to approximate compression wave
propagation. This model did not take into account the scat-
tering phenomena at filler particles in the adhesives, used for
bulking and modification of the engineering properties of the
material. It is the purpose of this paper to consider theoreti-
cally and experimentally how scattering and other effects at
filler particle boundaries in combination with loss mecha-
nisms~relaxations! in the adhesive polymer contribute to the
compression wave absorption and phase velocity as func-
tions of frequency in the composite. There are a number of
uncertainties in attempting to do this. Adhesives generally
consist of a crosslinked polymer phase which may vary in
structure from batch to batch of material and with variations

in the temperature-time course of the cure cycle. Many dif-
ferent materials can be used as fillers, and filler particle di-
mensions may vary between 0.5mm and 20mm, correspond-
ing approximately to a range of wave number particle
dimension products (kcR) of between 1024 and unity. A
given filler material may have a wide distribution of particle
sizes within one batch, and the shapes of filler particles can
take many forms, examples being; spheres, platelets, and
needles, and many less well-defined geometries. In this paper
we use an approximate description of filler particles as
spheres whose size is identified as their Stokes radius. Due to
the complex and variable molecular structure of the base
polymer, its internal relaxation mechanisms can take many
~unknown! forms and a detailed and generalized formulation
of these processes is therefore difficult to achieve. We take a
phenomenological approach to their effect on wave propaga-
tion and describe the continuous phase by means of mea-
sured compression wave absorption and phase velocity dis-
persion as functions of frequency.

Scattering of ultrasound in particulate mixtures can be
formulated theoretically in many different ways. Anson and
Chivers2 have recently reviewed 12 models as predictors of
ultrasonic phase velocity in solid-in-solid suspensions, not-
ing that no single model could be identified as generally
applicable, and that there was a need for high quality experi-
mental data which would include measurements of absorp-
tion as well as phase velocity. Their review included mul-
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tiple scattering approaches, self-consistent formulations, and
incremental approaches to self-consistency.

Brill and Gaunaurd3 and Gaunaurd and Wertman4,5 have
proposed formulations in which the scattered far field is ex-
pressed as a superposition of resonance and background con-
tributions, taking into account shear and compression waves
in the composite material. It is instructive to consider the
problem of diffraction at a single particle separately from the
formulation of the scattered field from an ensemble of par-
ticles randomly distributed in the composite mixture. A num-
ber of solutions to the diffraction problem are available:
Ying and Truell6 for a solid particle in a solid continuum,
Epstein and Carhart7 for a liquid particle in a liquid con-
tinuum, and Allegra and Hawley8 for a solid particle in a
liquid continuum. The first of these is appropriate for lossless
solids in both phases and does not take account of thermal
transport between phases. The other two7,8 do take account
of thermal transport between phases, but in their original
forms they are restricted to a liquid continuous phase. The
Allegra and Hawley formulation is readily adaptable to mix-
tures with a solid continuous phase, and we have done this in
order to examine the significance of thermal transport in
solid-in-solid mixtures. Given a solution to the diffraction
problem at a single particle, the wave number in particulate
mixtures can be obtained in the single scattering case using
Foldy,9 or in the multiple scattering case using an approxi-
mation based on concatenated slabs of composite material
developed by Waterman and Truell.10 The concatenated slab
assumption is avoided in a later formulation by Lloyd and
Berry.11

The aim of this work was to establish a computational
model that would form the basis for the NDE of filled adhe-
sives, and bonded structures that incorporated them. Of in-
terest was the effect of the filler particle sizedistribution on
the ultrasonic properties of the composite material, whether
or not thermal transport between phases was significant, and
which of the methods of Foldy,9 Waterman and Truell,10 or
Lloyd and Berry11 were appropriate to the calculation of the
complex wave number in the composite which contained a
distribution of particle sizes. In this paper we use a modified
form of the Allegra and Hawley8 model in order to deal with
solid particles in a solid continuum, taking account of ther-
mal transport between phases, and to provide comparison
with Ying and Truell6 who do not consider thermal effects.
The three solutions for the wave number in the composite are
adapted to incorporate arbitrary distributions of particle size
by superposition. Experiments are then performed on cured
unfilled epoxy adhesive, and then on the same material with
various concentrations of a mineral filler added before cure.
The complex wave number for compression waves in the
unfilled adhesive is used to characterize the continuous phase
in the scattering models identified above; these are then used
to calculate the expected attenuation and phase velocity dis-
persion as functions of frequency in the filled adhesive for
three filler concentrations. These simulations are then com-
pared to experimental results for a filled adhesive, with good
agreement, provided that the distribution of particle sizes is
included in the calculation.

I. DIFFRACTION AT A SPHERICAL OBSTACLE

We review briefly three related theories6–8 and the rela-
tionships between them. Allegra and Hawley8 considered
diffraction of an incident compression wave on an isotropic
spherical obstacle set in a liquid continuum, and included
thermal coupling between dispersed and continuous phases.
The incident compression wave was assumed to cause com-
pression, shear, and thermal waves to diffract into the par-
ticle, and compression, viscous and thermal waves to be scat-
tered into the liquid continuum. These six wave components
were described by summations of partial wave potentials
(An8 , Cn8 , Bn8 , An , Cn , Bn , respectively! which were related
to the incident compression wave and to each other through
the boundary conditions at the particle boundary; these were
continuity of radial stress, radial velocity, tangential stress,
tangential velocity, temperature, and heat flux. The partial
wave amplitudes could then be obtained from the resulting
system of six equations, which can be summarized in matrix
form thus:

@M #AHF An

Cn

An8

Cn8

Bn

Bn8

G5F acj n8~ac!

j n~ac!

hs@~as
222ac

2! j n~ac!22ac
2 j n9~ac!#

hs@acj n8~ac!2 j n~ac!#

bcj n~ac!

kacbcj n8~ac!

G .

~1!

The matrix@M #AH is given in the Appendix.AnBnCn are the
partial amplitudes of the compression, thermal, and shear/
viscous waves, respectively, and unprimed symbols apply to
the continuous phase while primes refer to the dispersed
phase.j n(x) is the spherical Bessel function of the first kind
and j n8(x)5(d/dx) j n(x). hs is the shear viscosity in the con-
tinuous phase,ac andas are the compression and shear wave
numbers, respectively, multiplied by the particle radius,k is
the thermal conductivity of the continuous phase, andbc is a
function of the material thermal properties.8

If the shear modulus in the dispersed phasem8 is inter-
preted as a viscosity termhs52m8/ iv, it can be shown that
a system of equations results which is identical to that de-
rived by Epstein and Carhart7 for a liquid particle suspended
in a liquid continuum. In a similar vein the Allegra and
Hawley8 model can be modified for the case of a solid par-
ticle in a solid continuum by interpreting viscosities as shear
moduli, m52 ivhs . The thermal effects implicit in the
model can be removed by considering only the first four
columns and the first four rows in the matrixMAH . If this is
done, and the differentiated Hankel and Bessel functions are
substituted using the following

x2Hn95~n~n21!2x2!Hn12xHn11

and

xHn85nHn2xHn11 , ~2!

then, after some tedious algebra, the reduced 434 matrix
can be shown to represent an identical system to that which
results from the Ying and Truell6 formulation for a solid
sphere suspended in a solid continuum. Thus the modified
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Allegra and Hawley model can be used to predict propaga-
tion in a solid-in-solid composite with thermal conduction
included; with the thermal terms removed it yields results
equivalent to Ying and Truell. By running the model in the
two cases the significance of thermal effects can be exam-
ined with all other aspects of the computation unchanged.

For n50 the second and fourth rows and the second and
fourth columns in the matrix@M #AH are not valid; this is the
monopole condition for which@M #AH reduces to a 434 ma-
trix. For wavelengths large in relation to particle size the
coefficientsAn diminish rapidly, andn can generally be re-
stricted ton50,1,2.

II. COMPRESSION WAVE NUMBER IN THE
COMPOSITE

The compression wave number in a composite contain-
ing a spatially random distribution of isotropic scatterers can
be calculated using the formulations cited earlier9–11 from
the following.

S b

kc
D 2

511
3f

ikc
3R3 ~A013A115A2!

2
27f2

kc
6R6 ~A0A115A1A2!

2
54f2

kc
6R6 S A1

21
5

3
A0A213A1A21

115

21
A2

2D . ~3!

Here b is the wave number in the composite, andkc is the
wave number of the continuous phase, which is complex in
the general case. On the right-hand side the first bracketed
term corresponds to Foldy,9 the first two bracketed terms
correspond to Waterman and Truell,10 while the complete
expression corresponds to Lloyd and Berry.11 For the mate-
rials in which we are interested most fillers are not of uni-
form particle size. We incorporate polydispersity by an ap-
proximation that incorporates volume fractionsf j of
particles of radiusRj and by assuming that these combine
additively in the computation of wave numberb. The coef-
ficientsAn are computed for each particle radiusRj , giving
An j as functions of frequency forn50,1,2. WithJ particle
sizes in the distribution Eq.~3! then becomes, for the poly-
disperse case,

S b

kc
D 2

511(
j 51

J F 3f j

ikc
3Rj

3 ~A0 j13A1 j15A2 j !

2
27f j

2

kc
6Rj

6 ~A0 jA1 j15A1 jA2 j !

2
54f j

2

kc
6Rj

6 S A1 j
2 1

5

3
A0 jA2 j13A1 jA2 j1

115

21
A2 j

2 D G .
~4!

In practice, particle size distributions are measured and re-
ported as histograms, andRj is taken as the central radius of
the relevant histogram bin.

III. IMPLEMENTATION OF THE ALLEGRA AND
HAWLEY MODEL

The complexity of Eq.~1! and related equations has re-
sulted in a number of analytic approximations for specific
cases which can be found in the original works6–8 and more
recently in, for example, Gaunaurd and Wertman.4,5 These
are certainly instructive and lead to useful physical insight.
However, to support a general interest in particulate mixtures
of many different types, and with many different contrasts in
physical properties, there is utility in implementing the solu-
tion of Eq. ~1! in a more general way. This requires some
care in dealing with Hankel and Bessel functions of small or
large complex arguments, and also in dealing with situations
in which the equations are otherwise poorly conditioned. We
have implemented the solution of theAn coefficients in a
computer program designed for general application. The
model runs with or without thermal terms and in three forms:
liquid particles in liquid, solid particles in liquid, and solid
particles in solid. The program has been extensively tested
by comparing its outputs with analytical approximations
published by many workers and by comparison with experi-
mental data obtained by our own and other research groups.
We have found generally good agreement between the pre-
dictions of our model and data from other sources.12–14

Our interest in adhesives implied that losses in both
phases be incorporated in relevant wave numbers as fre-
quency dependent compression and shear wave phase veloci-
ties and attenuations. For the continuous phase both of these
could be measured and used to form the complex wave num-
bers, thus

kc5v/cc~v!1 iac~v! ~5!

ks5v/cs~v!1 ias~v!. ~6!

The model provides for a similar input for the material of the
dispersed phase, but in practice, for most of the materials
used, only the real parts ofkc andks could be estimated on
the basis of estimates of density and lossless elastic moduli.
In a mineral filler of smallkcR the effect of absorption would
be small. By similar reasoning the shear modulusm for the
two phases was either input from known physical data or
was estimated from measurements of low-frequency shear
wave velocity. The thermal termsbc andbT for both phases
were estimated, following Allegra and Hawley,8 thus

bc5
2g

c1
2bT

Fv22S c1
2

g
1

4m

3r D kc
2G ~7!

bT5
2g

c1
2bT

Fv22S c1
2

g
1

4m

3r D kT
2G , ~8!

wherec1 is the speed of sound for a spherical compression
wave

c1
25~l1 2

3m!/r. ~9!

kT is the thermal wave number (vrCp/2k)1/2, g5Cp /Cv
the ratio of specific heats,bT is the thermal dilation,r is
density, andm is the Lame´ coefficient. Also input from
tables of physical data was the thermal conductivity,k. Since
the wave number of the composite material is a squared term
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in Eq. ~3! or ~4!, it was evaluated from the complex number
x that resulted from the summations of Eq.~3! or ~4! using
de Moivre’s theorem, thus

b25xR1 ix I

and

b5~xR
21x I

2!1/4ei @~arctanx I /xR!/2#. ~10!

The output of the computer program was arranged to provide
the absorption coefficient multiplied by wavelengthal and
phase velocity dispersion, as functions of frequency which
matched our measurement range up to 70 MHz. Phase veloc-
ity dispersion was calculated as the difference between mea-
sured phase velocity at frequencyf , c( f ), minus the phase
velocity at our lower limit of measurement, which lay be-
tween 2 MHz and 15 MHz depending on experimental con-
ditions. The nondimensional frequency scale,kcR is also
available, but only applicable to mixtures which contain par-
ticles of a single size, or which can be approximated as such.

IV. EXPERIMENTS

A. Measurement method

The basis of our technique to measure compression
wave absorption and phase velocity as functions of fre-
quency has been reported elsewhere1 so will only be summa-
rized briefly here. A thin adhesive layer is formed between
two float glass blocks separated by cylindrical wire spacers
of known diameter~Fig. 1!. The external edge of the adhe-
sive is sealed with a silicone elastomer material. This as-

sembly is immersed in a thin water filled cell with cylinders
of piezoelectric material~PZT4! fixed coaxially on its out-
side surface, the test bond being held perpendicular to the
transducers’ common axis in its two planes. The piezoelec-
tric elements operate as thickness drive devices, one acting
as transmitter and the other as receiver. The thickness of the
devices~5 mm! is such that their internal acoustic reverbera-
tion time is greater than two pulse reverberation times in the
adhesive layer. The transmitting device is excited by a high
voltage~200 V! short pulse of duration 5 ns with rise and fall
times of 2 ns. A near replica of this pulse propagates through
the adhesive to the receiving transducer. The signal at the
receiver is followed by later reverberations in both transduc-
ers and the glass blocks, which are all discarded in subse-
quent processing. The signal at the receiver terminals is am-
plified by a low noise linear phase amplifier with a gain of 40
dB over a 150-MHz bandwidth. Its output is digitized by a
digital storage oscilloscope~LeCroy 9450! and passed to a
computer network via an IEEE 488~GPIB! interface. The
part of the signal that includes reverberations within the ad-
hesive bond is windowed out and preprocessed by digital
filters to correct for baseline shift that results from piezoelec-
tric regeneration~associated with2C0 in the Mason15

model! and radiation coupling between the transducers.16

The resulting signal consists of two separately resolvable
monopolar pulses~Fig. 2!. The first of these has made a
single transit across the bond while the second has made
three transits, being the first reverberation component. These
two pulses are windowed out and compared in the frequency
domain by means of a fast Fourier transform~FFT!. The
ratio of the FFT moduli of the two pulses, combined with a
knowledge of the adhesive thickness, yields the absorption
coefficient, while comparison of the two FFT phase spectra
yields phase velocity, both as functions of frequency. These
two functions together giveal. Shear wave absorption and
velocity is measured in thin slabs of free standing adhesive
using a related technique17 based on a goniometer stage
where shear waves are generated in the adhesive by mode
conversion from compression waves incident at a nonperpen-
dicular angle on the thin slab. Details of this method will be

FIG. 1. Test cell with transducers and adhesive bond between float glass
blocks.

FIG. 2. Two acoustic reverberations in the signal received from the test cell.

1416 1416J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 Challis et al.: Ultrasonic scattering by filler



reported elsewhere. The experimental techniques, when ap-
plied to repeated measurements on the same sample, give a
repeatability of better than 1% for both attenuation and
propagation velocity. It is very difficult to establish their ac-
curacy and precision in an absolute sense, although where
comparison has been possible we have found agreement with
other workers in the order of62% for attenuation coeffi-
cient and61 m•s21 for changesin phase velocity with fre-
quency in relation to a low frequency phase velocity value.
However, due to a compromise between the need for rapid
measurements on a series of samples and a requirement for
precise temperature control, the values of absolute propaga-
tion velocity are likely to be in error by65 m•s21.

B. Sample materials and preparation

The adhesive used was an epoxy resin in combination
with a phenolic hardener~AY105 and HY2958, Ciba Geigy
Ltd, UK!. The filler used was talc (SiO2–MgO–Al2O3)
which had platelet shaped particles, and the particle size dis-
tribution shown on Fig. 3 which gives the Stokes diameters
obtained from a sedimentation test. The physical properties
of the filler particles and the continuous phase used for the
theoretical computations are given in Table I. The volume

fractions of filler in the test bonds were 0%, 5%, 10%, and
15%. For the preparation of unfilled bonds the adhesive was
mixed with hardener under vacuum for 10 min before form-
ing the adhesive test layer. For the filled bonds the epoxy and
filler were mixed together under vacuum for 10 min; the
hardener was then added and mixing continued for a further
10 min. The bonds proper were formed between float glass
blocks to a thickness of 170mm, set with cylindrical wire
spacers. They were cured for 2 h at 20 °C;during cure the
bonded glass blocks were laid flat with their long dimensions
horizontal and were inverted at intervals of 5 min to reduce
the tendency of the fillers to sediment downward.

C. Results

Figure 4 shows compression wave absorptional versus
frequency as measured for the unfilled cured adhesive
~marked ‘‘polymer’’!, and for the adhesive filled to 10% by
volume with talc filler whose particle size distribution is
given in Fig. 3. The Allegra and Hawley model adapted for
solid particles in solid continua but including the thermal
terms and withn50,1,2 was used together with the first two
bracketed terms in Eq.~3! or ~4! ~Waterman and Truell10! to
give the predicted absorption for four cases in order to assess
the effect of particle size and its distribution; these were a
10% volume fraction of particles of 3mm diameter, a 10%
volume fraction of particles of 30mm diameter, a 10% vol-
ume fraction of particles of 10mm diameter~the median
particle size in the distribution!, and finally a calculation
based on Eq.~4! taking account of all size bins of Fig. 3. The
necessity of including the particle size distribution in the
calculation is clear.

Figure 5 shows a further comparison between the ex-
perimental data for the talc-filled adhesive with the output of
the Allegra and Hawley model as run for Fig. 4 with the size
distribution included, and as run with the thermal terms re-
moved so as to correspond with the formulation of Ying and
Truell,6 also with the size distribution included. It is clear
that for the higher frequencies~and higherkcR values!, the

FIG. 3. Particle size distribution of the talc filler used in the experiments.

TABLE I. Physical properties of the particles and continuous phase used in
the theoretical computations.

Property Units Epoxy
Talc de
Luzenac

Velocity m•s21 experimentala 5900c

Density kg•m23 1190 2780
Shear rigidity kg•m21

•s22 1.713109 4.0831010c

Thermal
conductivity

W•m21
•K21 2.102 10.46c

Volume
expansion
coefficient

K21 2.0331024 2.131025c

Specific heat J•kg21
•K21 0.22 0.18c

a• f 22 Np•s2
•m21 experimentalb 1.0310215c

aPhase velocity 2640 m•s21 at 15 MHz rising to 2675 m•s21 at 65 MHz.
bAbsorption in the continuous phase is plotted in Fig. 4~asal!.
cLiterature value unavailable. Value for glass substituted.

FIG. 4. Measuredal versus frequency for the unfilled adhesive~marked
polymer!, and for the adhesive filled to 10% v/v with polydisperse talc
particles ~marked experiment!. Also shown are calculations using the
modified Allegra and Hawley model for the experimental distribution of
particle size and for 10% volume fraction of particles of diameters 3mm, 10
mm ~distribution median!, and 30mm.
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thermal terms implicit in the Allegra and Hawley model pro-
vide a small but significant contribution to absorption in the
composite material.

In Fig. 6 the modified Allegra and Hawley model has
been used to calculate absorption for a 10% volume fraction
of talc at the median particle size~10 mm!, using the first two
bracketed terms of Eq.~3! for the wave number~Waterman
and Truell case!, but with the summations based onA0 alone,
A0 andA1 , andA0 , A1 andA2 . Also shown is the calcula-
tion for A0 alone, with thermal terms removed~Ying and
Truell case!. It is clear that for the material particle sizes and
frequencies in question the dominant term isA1 , but that
significant contributions arise fromA0 andA2 . At frequen-
cies above 20 MHz the thermal contribution toA0 becomes
significant.

Figure 7 compares the same experimental data as before
to calculations using the Allegra and Hawley model, again
applied to the whole size distribution, with the composite
compression wave number calculated on the basis ofA0 ,

A1 , andA2 , for the three cases in Eq.~4!: the first bracketed
term only~Foldy9!, the first two bracketed terms~Waterman
and Truell10!, and the full expression~Lloyd and Berry11!.
All three calculations give closely similar results and match
experimental measurements of absorption to within 8% or so
at the highest frequency.

Figure 8 shows the effect of talc filler concentration at
40 MHz on absorption as measured experimentally, and as
calculated from the modified Allegra and Hawley model us-
ing the Waterman and Truell case in Eq.~4!. The theory
predicts a near-linear increase with concentration above the
value for adhesive alone, which is matched to within 10% by
the experimental data.

The change in compression wave phase velocity with
frequency calculated using the modified Allegra and Hawley
model for the whole particle size distribution, includingA0 ,
A1 , andA2 , but with the wave number evaluated according
to the three cases in Eq.~4!, is compared to experiment in
Fig. 9. At low frequencies all three calculations are in close

FIG. 5. The experimental result of Fig. 4 for the filled polymer~E! com-
pared to calculations based on the modified Allegra and Hawley model with
~AH! and without~YT, Ying and Truell case! thermal terms.

FIG. 6. Calculations ofal for the median particle diameter~10 mm! based
on the Allegra and Hawley model showing the contributions fromA0 , A0

1A1 , andA01A11A2 . For comparison the contribution ofA0 calculated
without thermal terms is included,A0YT .

FIG. 7. Experimental data of Fig. 4 for the talc filled epoxy~E! compared to
the Allegra and Hawley calculation with three calculations of the composite
wave number, Eq.~4!, marked F~Foldy!, WT ~Waterman and Truell!, and
LB ~Lloyd and Berry!.

FIG. 8. al at 40 MHz for the talc-filled epoxy versus filler concentration
~v/v!: solid line, Allegra and Hawley calculation; crosses, experiment.
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agreement with the experimental data, but as frequency in-
creases agreement is most closely maintained with the Wa-
terman and Truell simulation.

V. DISCUSSION

The range of frequencies and particle sizes in the talc-
filled samples gave 0.018,kcR,4.4, a little over two orders
of magnitude; this range ofkcR, while being relatively re-
stricted, represents a realistic filled epoxy material and a
range of frequencies appropriate to its testing. The absorp-
tion spectra in Fig. 6 include absorption in the epoxy con-
tinuous phase but show the contributions fromA0 , A1 , and
A2 , with the contribution ofA1 dominating, with a maxi-
mum around 60 MHz, corresponding tokcR50.94, close to
unity. al can be approximated from the first line of Eq.~3!,
thus

al52
3pf

kc
3R3 Re@A013A115A2#. ~11!

The real parts ofAn corresponding to the data in Fig. 6 were
0.016(n50), 0.05(n51), and 0.01(n52). These are close
to the values calculated by Gaunaurd and Wertman4 for glass
spheres in epoxy. Their data indicated an expected large
monopole (n50) resonance at aroundkcR53, after the first
dipole resonance at aroundkcR51. Higher order resonances
were expected at values ofkcR greater than those found for
the monopole resonance. In the lowkcR range, below unity,
the dipole term was expected to dominate, as we have found
here. The peak at around 22 MHz for the simulation of 30-
mm-diameter particles in Fig. 4 gives similar confirmation of
Gaunaurd and Wertman’s results.

Given our interest in NDE of cured filled adhesives and
adhered structures, the most significant finding of this work
is the necessity to include the distribution of particle sizes in
simulations of wave propagation in filled materials, and the
data in Fig. 4 show this clearly. If the median particle size is
taken, then absorption is likely to be overestimated in some
spectral regions and underestimated in others. The simula-

tion, which includes the particle size distribution, matches
experiment closely for these relatively lowkcR values, the
divergence between theory and experiment being around 8%
at 40 MHz. The single particle size data in Fig. 4~30 mm,
3mm, and median!, being significantly different from the
data for the whole size distribution, indicate that simulations
and measurements such as these would provide a basis for
the detection of agglomeration of filler materials in adhe-
sives.

We now consider the effect of thermal coupling between
phases. The two computed curves in Fig. 5 give our modified
Allegra and Hawley simulation, which includes thermal con-
duction between phases, and a calculation equivalent to the
Ying and Truell model6 which does not include thermal ef-
fects. Thermal wavelength is given by

lT52pS 2k

vrCp
D 1/2

, ~12!

which at 20 MHz gives values of 220mm and 88mm in
epoxy and talc, respectively, both significantly greater than
the Stokes particle diameters of the majority of the filler
particles. We would thus expect the whole of the particle
volume rather than superficial layers to contribute to this loss
mechanism, and also the contribution to attenuation to be a
rising function of frequency over the range of frequencies
considered here.8 This is borne out by the computations
shown in Fig. 6 which show the contributions ofA0 , A1 ,
and A2 at the median particle size, together with a curve
indicating the contribution ofA0 with the thermal terms re-
moved~Ying and Truell case6!. The divergence between the
two computations ofA0 is clear, and in the nonthermal case
the A0 contribution falls with frequency above 30 MHz.
Given that all of the computations include the absorption in
the continuous phase~see Fig. 4!, this is not unexpected
since a significant fraction of the relatively lossy epoxy has
been replaced by talc, which we have assumed to be almost
lossless in the model.

Our results for change in compression wave phase ve-
locity with frequency~Fig. 9! indicate that the Waterman and
Truell approach to phase velocity calculation@first two
bracketed terms of Eq.~3!# gives the best prediction of our
experimental data for the distribution of particle sizes. This
confirms earlier expectation and indeed observations by oth-
ers workers5 considering monodisperse systems. The other
two calculations give results which are similar to each other
and which are within 15% of experimental observations.

At the relatively low concentrations considered in this
work the modified Allegra and Hawley model predicts a
near-linear dependence of absorption with concentration of
particulate material as would be expected from Eq.~3! for
f!1, smallkcR and correspondingly small values forA0 ,
A1 , andA2 . The data in Fig. 8 show a similar linear depen-
dence in the experimental results, but with a slope that dif-
fers by about 10% from theoretical expectation. While errors
of 2% or so could be accounted for by experimental uncer-
tainty, the physical basis for the remaining error is not at
present understood. Strong possibilities are the nonspherical
nature of the talc particles, and some agglomeration and
sedimentation of filler particles during sample preparation.

FIG. 9. Change in phase velocity for the talc filled epoxy~10% v/v!: ex-
periment compared to three calculations of wave number, Eq.~4!, marked as
in Fig. 7.
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VI. CONCLUSION

The motivation for this work was to establish a compu-
tational model for ultrasonic compression wave propagation
in filled adhesives which could be used to support NDE of
adhesive materials and adhered structures. The model was
required to function in the tens of the MHz frequency range
and to be applicable to polydisperse fillers with particle sizes
ranging from a fewmm to tens ofmm. A primary consider-
ation was whether an adequate prediction of wave absorption
and/or phase velocity could be based on a single particle
size, such as the median, to represent the whole distribution.
It is clear that this approach does not work and that the
whole size distribution must be taken into account, in which
case good correlation with experimental data is possible.

The Allegra and Hawley8 model has been adapted for
solid inclusions in solid continua, and in its complete form
includes the effects of thermal conduction between phases. A
simplified version did not include these effects and could be
shown to be exactly equivalent to the Ying and Truell6 for-

mulation. Thus it was possible to compare simulations which
either included or did not include thermal conduction in the
monopole term (A0). It was found that the complete model,
which included thermal conduction, gave a better correlation
with our experimental data, although the difference between
the two models was small, due to the fact that the dominant
phenomena were represented by the dipole termA1 , which
was identical for both models. This was expected due to the
significant density contrast between phases~r8/r52.44 for
talc and epoxy!, although this would not be true for polymer
inclusions in a polymer continuum. Three approaches of
computation of the wave number have been compared; all
three gave equivalent results for absorption, but the Water-
man and Truell approach gave the best simulation of phase
velocity.
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Electromechanical response of polymer films by laser Doppler
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A two-sided laser Doppler vibrometer~LDV ! was designed to measure thed33 electromechanical
coupling coefficient of piezoelectric and electrostrictive thin films. Optical fibers and optical fiber
couplers were used to split the light into multiple beams and to simultaneously illuminate the same
spot on both sides of the film. This probe measured the normal displacement on each side of the
sample and allowed computation of the change in thickness by summing the two LDV signals. Data
for PVDF films are presented to illustrate problems associated with this type of measurement. A
large bending motion of the sample occurred which was responsible for a significant error in the
measured thickness change. Reducing the amplitude of this motion by stacking films was an
efficient way to increase the accuracy of the data. An error analysis was carried out to qualitatively
explain these experimental observations. It was also discovered that the measurement accuracy
improved when the ac driving voltage frequency was less than the bending resonance frequency of
the sample. ©1998 Acoustical Society of America.@S0001-4966~98!01303-4#

PACS numbers: 43.38.Ar, 43.38.Fx@SLE#

INTRODUCTION

In the past few years, the topic of electromechanical
polymers has received a lot of attention because of their at-
tractive features for transducer applications~low density, low
modulus, low cost!. Polyvinylidene fluoride~PVDF! is the
best-known piezoelectric polymer and is widely used in the
construction of acoustic devices. Its dielectric, piezoelectric,
and elastic properties have been investigated for the past 20
years and their measured values are summarized by Wang.1

Other polymers such as polyurethanes are currently being
investigated, for which a very large electrostrictive response
has been reported;2,3 these materials have a high potential for
use as acoustic projectors and sensors. The origins of the
mechanism responsible for this large electrostriction are not
yet understood. Thus, accurate measurements of the electros-
trictive effect in these polyurethanes are necessary for a bet-
ter understanding of its underlying mechanism. The piezo-
electric or electrostrictive response of a thin film can be
determined by measuring the amplitude of the thickness
change when an ac voltage is applied to the film; thed33

piezoelectric or electrostrictive electromechanical coupling
coefficient can then be computed by taking the ratio of the
vibration amplitude to the voltage amplitude. Such measure-
ments can be performed optically.

Optical techniques of measuring displacements have
lead to a very flourishing research area in the past several
years, and a large number of methods involving lasers as
sources of coherent light have been developed. Among these
methods, laser Doppler interferometry techniques4 have been
emphasized for several reasons: they are accurate for mea-
surements of displacements associated with acoustic waves
and have both a broad dynamic range~from a few tenths of a
nanometer to several hundred nanometers! and frequency

range~from ;100 Hz to several MHz!. Most importantly,
they provide a noncontact method of measurement. In con-
sequence of these facts, it appears that such a system is very
suitable to study the piezoelectric and electrostrictive re-
sponse of thin polymer films.

This paper presents the design of an optical probe to
perform such experiments. This probe was initially tested by
measuring the response of PVDF films and the feasibility of
the method was established. However, some accuracy issues
were encountered during these measurements, and we
present and discuss here these problems which are relevant
to electromechanical thin film studies. Only PVDF results
are presented in this paper as a foundation for the study of
the electrostrictive polyurethane materials. The system de-
scribed below differs from previous optical interferometers
used for measurements on polymer films.3,5 The main differ-
ence is the dual beam design of the present system which
allows independent, simultaneous measurement of surface
motion on both sides of the film. Such measurements provide
a complete description of the displacement of the film, since
both the thickness motion and the bending motion can be
determined. This paper is divided into three sections: first,
the optical system is presented and compared with previous
interferometers in Sec. I; Sec. II then deals with PVDF mea-
surements and focuses on sample mounting procedures as
well as experimental errors; and finally, conclusions are
drawn in Sec. III.

I. DESCRIPTION OF THE OPTICAL SYSTEM

The optical system designed for the displacement mea-
surements is a laser Doppler vibrometer~LDV ! based on the
theory of heterodyne interferometry, and is depicted in Fig.
1. It is a two-beam system capable of measuring normal
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~out-of-plane! surface displacements simultaneously on op-
posite sides of a thin piezoelectric film. A description of its
components and working principle is given in complete de-
tail in Ref. 6 and is outlined as follows. The source is a
10-mW helium neon laser which emits red light (l
5633 nm) that is split into two beams~the ‘‘reference’’ and
‘‘object’’ beams! by an acousto-optic Bragg cell7 operating
at 40 MHz. Each output beam is coupled inside optical fibers
using320 microscope objectives. Single-mode optical fibers
~core diameter: 4mm! are used to facilitate the manipulation
of the system. Each fiber is split into two fibers, each carry-
ing an equal amount of light by using 6-dB fiber couplers.
The system is divided into two identical sides consisting of
both a reference and an object beam. The other end of the
fibers is terminated by a quarter-pitch gradient index~GRIN!
lens for collimating the light beam exiting the fibers. The
object beam GRIN lens is positioned in front of a large ap-
erture~127 mm diameter! converging lens~achromatic dou-
blet! that focuses the light on the film surface from which it
is reflected back through the lens. The focal distance of the
lens is 30 cm and the half-angle between the incident and the
reflected beam is at most 7°. A smaller lens is placed be-
tween the sample and the large aperture lens to collect the
light scattered from the surface, which is sent to one side of
a beamsplitter cube. The reference beam GRIN lens is posi-
tioned in front of a perpendicular side of the cube so that the
two beams interfere and produce a 40-MHz optical signal
~heterodyne signal!. The out-of-plane motion of the film sur-
face creates a Doppler shift~phase modulation! in the object
beam; therefore, the resulting 40-MHz signal is phase modu-
lated by a quantity proportional to the displacement of the
surface. This signal is then converted into an ac voltage us-
ing a Hewlett-Packard PIN photodiode. It is then amplified
and combined~via a frequency mixer! with a 40.1-MHz sine

wave from a function generator, in order to get a down-
shifted 100-kHz heterodyne signal, which is then amplified
and filtered. The FM demodulation is used to extract the
displacement information contained in the phase of the het-
erodyne voltage. This is done using a phase-locked loop
~PLL! electronic circuit, which produces an output propor-
tional to the surface velocity.8 After some band-pass filter-
ing, the output of the PLL is displayed on a Tektronix digital
oscilloscope~TDS 420! equipped with a GPIB board for data
transfer to a microcomputer.

It is of interest to compare the laser Doppler vibrometer
described in this paper with the optical interferometers pre-
viously used to study polymer films. The main difference is
that the two separate interferometers that constitute the
present system are designed for independent measurement of
surface motion on both sides of the film while Zhenyiet al.3

as well as Pan and Cross5 configured their apparatus to mea-
sure thedifference~by optical recombination! in displace-
ment at opposite points on the two sides of the film which is
directly related to its thickness motion. An advantage of the
present system is that it determines both the thickness and
the bending motion of the film, while the probes described in
Refs. 3 and 5 cannot be used to assess the latter. This is
important to note, because, as will be explained in the next
section, the bending motion is a major source of errors in
these measurements, and being able to measure it can help
reduce the inaccuracies. For this procedure, the signals from
each interferometer have to be digitally recombined, and it
was found that 12-bit resolution in the A/D conversion was
required for accurate determination ofd33. On the other
hand, a disadvantage of the present system is that the thick-
ness motion is determined by adding displacement signals
obtained at opposite points on the two sides of the film.
Therefore, any error in amplitude or phase calibration of the

FIG. 1. Two-sided optical probe for out-of-plane displacements detection. The solid lines represent optical fibers and the dashed lines are laser beams in air.
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detection electronics for either light beam will lead to an
error in determination of the thickness motion. However, the
data presented here show that this error can be reduced to a
few percent by careful calibration of the two sets of detection
electronics used in the two-beam system.

II. d 33 PIEZOACTIVE COEFFICIENT MEASUREMENTS
ON PVDF SAMPLES

A. Sample glued on a rigid backing

In order to test the accuracy and the reliability of the
displacements obtained with the LDV system, a film of 4-mil
~0.1 mm!-thick PVDF was glued to a 1/4 in.~6.35 mm!-thick
aluminum plate using conducting epoxy, as shown in Fig. 2.
This conducting epoxy was also used for all the electrical
connections to the sample and to the plate. A narrow unelec-
troded margin around the edge of the film prevented shorting
of the electrodes. This sample could expand only in the
three-direction ~pure thickness vibration! and had well-
defined boundary conditions~in-plane motions frozen!. We
could then calculate the amplitude of the thickness vibrations
as a function of the applied ac voltage and compare these
results with the experimental data. The constitutive relations
for a piezoelectric film driven by an electric field applied
across the sample~in the three-direction! are given as9

S15s11X11s12X21s13X31d31E3 ,

S25s21X11s22X21s23X31d32E3 , ~1!

S35s31X11s32X21s33X31d33E3 ,

where theSi are the strains, theXi are the stresses, thesi j are
the compliance coefficients, thedi j are the piezoelectric
strain constants, andE3 is the electric field. For the case
depicted in Fig. 2,S15S250 and X3 is due only to the
acoustic radiation pressure into the fluid~air! and is negli-
gible as the sample is much smaller than the acoustic wave-
length in air. Therefore, upon substitution, Eqs.~1! become

05s11X11s12X21d31E3 ,

05s21X11s22X21d32E3 , ~2!

S35s31X11s32X21d33E3 .

As the values of all the compliance and piezoelectric coeffi-
cients are known for PVDF,10 the first two equations of~2!
can be used to expressX1 andX2 as a function ofE3 . Sub-
stituting these expressions into the third equation, the ratio
S3 /E35DT/V is obtained, whereDT is the amplitude of the
vibrations in the three-direction when an ac voltage of am-
plitude V is applied to the sample. This computation gives
the value of20.11310210 m/V for DT/V.

The measured values shown in Tables I and II were
taken by separate measurements by each arm of the system.
The sample was driven with a 40-V amplitude signal of 1.5
kHz, and the resulting displacements were recorded at three
locations on the surface. The data was signal averaged~1024
traces! on a digital oscilloscope and then transferred to a
computer for calculation of the amplitude using MATLAB®.
This procedure was used for all the subsequent data pre-
sented here. Values of the ratioDT/V are absolute values,
and one can see that they follow our theoretical predictions
based upon the PVDF coefficients available in the literature.
The same sample was also used to ensure that there was not
any significant phase difference between the response of
each arm. This is important as any phase lag can introduce
errors when the displacements from each side are recom-
bined to get the thickness motion. Finally, the reproducibility
of the measurements was checked by taking data on the same
sample several days apart; similar values to the ones in
Tables I and II were obtained. In summary, these amplitude,
phase, and reproducibility measurements established the ac-
curacy of the LDV system.

FIG. 2. The PVDF sample mounted on a
1
4-in. aluminum plate.

FIG. 3. Freely suspended sample mounting and electrical connections. The
numbers refer to the light beam locations.

TABLE I. The 4-mil PVDF on a rigid backing; left side measurements.

Location 1 2 3
DT(10210 m) 4.4 4.4 4.4
uDT/Vu(10210 m/V) 0.11 0.11 0.11

TABLE II. The 4-mil PVDF on a rigid backing; right side measurements.

Location 1 2 3
DT(10210 m) 3.4 3.9 3.8
uDT/Vu(10210 m/V) 0.9 0.10 0.10
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B. Freely suspended sample

We then designed a mounting configuration with mini-
mal constraints imposed on the film. Figure 3 illustrates this
design and shows a disk-shaped, 4-mil-thick PVDF film
clamped at the top, as well as electrical connections in the
form of aluminum strips attached to the sample using silver
paint. The disk diameter is 0.5 in.~12.7 mm! and the sample
is free of mounting-induced stresses everywhere except near
the clamped area. Therefore, using the third equation of~1!,
we find d335S3 /E35DT/V, which can be directly com-
puted from the measurements of the thickness changeDT.
The published values of this coefficient10,11 range from
20.27310210 to 20.38310210 m/V. The motivation for
measuring displacements simultaneously on both sides of the
film is to eliminate the effect of any motion that would occur
in addition to the thickness change. The thickness motion
alone can be isolated by combining the signals correspond-
ing to each side of the film. Figure 4~a! depicts a typical
displacement output of the optical system; signals from each
side are labeledC1(t) andC2(t) and one can see that they
are approximately 180° out-of-phase and that their ampli-
tudes are roughly equal. This indicates that the film under-
goes a flexural motion whose amplitude is larger than that of

the thickness motion. LetB(t) and T(t) represent the flex-
ural and the thickness vibrations, respectively; we have then
for the signal from each side:

C1~ t !5
T~ t !

2
1B~ t !,

~3!

C2~ t !5
T~ t !

2
2B~ t !.

Therefore, the thickness motion~of amplitudeDT! can be
obtained by the following straightforward combination of
C1(t) andC2(t):

T~ t !5C1~ t !1C2~ t !. ~4!

1. Experimental results

The first set of data shown in Table III is for a 4-mil-
thick, circular PVDF film driven with a 17-V amplitude volt-
age at 250 Hz. Measurements were made at five locations on
the surface of the sample, 1 mm apart. This table includes the
amplitudes of the measured displacementsC, as well as the
thickness amplitude valuesDT. The d33 values are much
larger than the published values, and they show some scatter.
It was suspected that the high level of bending~flexural!
motion was responsible for this data inaccuracy. A stiffer
four-layer sample~described in Fig. 5! was used next to test
this hypothesis. This sample was assembled by bonding four
4-mil films together with a thin layer of shear wave couplant
~viscoelastic material! whose modulus is lower than that of
PVDF. The films were driven in parallel and the mounting
was identical to the single layer case. This design presented
several advantages as far as reducing bending: increasing the
thickness of the sample increased its stiffness and also en-
hanced the thickness motion contribution. Finally, the paral-
lel electrical connections created bending moments with op-
posite signs in each film, canceling each other. The data in

FIG. 4. Typical output of the optical probe:~a! measured displacements on
each side of the film~signalsC1 and C2! and computed thickness motion
~signal T!; ~b! schematic representations of sample vibrations: pure thick-
ness and thickness combined with bending; the latter case corresponds to~a!
where signalB represents the bending motion.

FIG. 5. Stack of four PVDF films with electrical connections.

TABLE III. Freely suspended 4-mil PVDF sample~one layer!.

Location 1 2 3 4 5
C(1029 m) 2 31 68 110 160
DT(1029 m) 1.7 4.8 5.4 5.3 4.2
ud33u(10210 m/V) 0.95 2.75 3.12 3.03 2.40

TABLE IV. Freely suspended 4-mil PVDF sample~four layers!.

Location 1 2 3 4 5
C(1029 m) 9 9 10 22 28
DT(1029 m) 1.6 1.2 1.1 1.4 1.2
ud33u(10210 m/V) 0.40 0.30 0.28 0.35 0.30
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Table IV are from measurements performed on the four-layer
sample, at five different locations, 2 mm apart~in this table,
DT is the total thickness response of the stack divided by 4!;
the sample was driven with a 40-V amplitude voltage at 250
Hz. Two observations should be made: first, the bending
motion amplitude is reduced by an order of magnitude, con-
firming that stacking films together is an efficient way to
reduce bending; second, thed33 data are in good agreement
with the published values. Therefore, it appeared that it was
necessary to reduce the bending amplitude as much as pos-
sible in order to obtain more nearly accurate experimental
results.

2. Error analysis

At this point, two questions remain unanswered: what
are the origins of the bending motion, and why does it affect
the measurement accuracy? In theory, when an electroded
piezoelectric film is subjected to an electric field as in these
measurements, it should only undergo a thickness deforma-
tion; this assumes that the film is perfectly symmetric. How-
ever, if any asymmetry is present in the sample, the thickness
motion is likely to excite flexural waves; if an ac driving
voltage is used, these waves will produce a standing wave
pattern~SWP! deforming the film and giving rise to what is
referred to as ‘‘bending motion’’ in this paper. Asymmetries
in the sample include nonuniformity in electrode thickness,
nonuniform poling across the film thickness, presence of
electrical connections on both sides of the film, and
mounting-induced asymmetries. In particular, if the elec-
trodes on each side of a sample do not have the same thick-
ness, a bending occurs due to an extensional motion by a
Poisson coupling. On the thicker electrode side, this motion
is more restricted~higher stiffness! than on the other side,
and this situation may lead to sample bending. This bending
motion has the same frequency as the driving voltage and the
thickness motion, but it has been experimentally observed
that it does not possess any definite phase relationship with
the latter. Furthermore, its amplitude is a function of location
on the sample surface. Most of the time, this amplitude is
much larger~at least by a factor of 10! than the thickness
amplitude, making it difficult to precisely measure the thick-
ness effect. Typically, the bending amplitude should not ex-
ceed the thickness amplitude by more than a factor of ap-
proximately 20 in order to allow accurate computations of
d33 values. This ratio of 20 to 1 is not to be regarded as a
rigid rule, but rather provides a general guideline about the
validity of the measurements; it is based on all the PVDF
data that was taken during the course of this work.

In this paragraph, we take a more detailed look at the
bending motion and we propose a possible cause of error
related to this type of motion. First, let us recall that a bend-
ing motion is made of two components, a translation and a
rotation motion, as depicted in Fig. 6. In the case of our
samples, bending can be represented by a standing wave;
considering only a one-dimensional model in thex direction,
the bendingh can be written as

h~x,t !5h0 cos~kFx!sin~vt !, ~5!

whereh0 is the bending amplitude,kF is the flexural wave
number, andv is the driving angular frequency. The slope at
any location is given by

tan u5
]h

]x
52h0kF sin~kFx!sin~vt !, ~6!

and its amplitude is

utan uu5h0kF sin~kFx!. ~7!

What is obtained from optical measurements at any location
x is the bending amplitude@h0 cos(kFx)#. Supposing that
measurements can be made at several locations on the
sample surface so as to find an approximate maximum value,
h0 can be found. Thus an estimate for themaximumslope
amplitude can be theoretically calculated according to

utan umaxu5h0kF . ~8!

On the other hand, it is likely that, during measurements,
the light beams are not exactly positioned at the same spot on
each side of the film. The procedure to align them is to stick
a small piece of translucent paper on the sample~hanging
over its edge!, make the spots overlap on this paper, and then
translate the sample so that the beams are properly located on
its surface. The piece of paper is removed after the beam
adjustment. Some samples also have small unelectroded ar-
eas which can be used similarly for the alignment. Since this
is accomplished by eye, it is virtually impossible to avoid a
small offset (2d), as illustrated in Fig. 7. Let us define the
different signals as follows:

T~ t !, thickness motion~not shown in Fig. 7!;

FIG. 6. Translation and rotation components of bending motion.

FIG. 7. Light beams misalignment.
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B1~ t !5A1 sin~vt !
B2~ t !5A2 sin~vt !J
bending motions as measured by each side of the probe;

C1~ t !5B1~ t !1
T~ t !

2

C2~ t !5B2~ t !1
T~ t !

2
J

total displacements measured by the optical probe.

In the case where the beams are slightly offset by an amount
(2d), the following relations hold:

A15U1d tan u, A252U1d tan u,

H C1~ t !5~U1d tan u!sin~vt !1
T~ t !

2
,

C2~ t !5~2U1d tan u!sin~vt !1
T~ t !

2
.

~9!

Therefore,

C1~ t !1C2~ t !5T~ t !1~2d tan u!sin~vt !. ~10!

One can see that, in this case, the combination of the light
beams misalignment and the rotational component of bend-
ing produces an extra term (2d tanu) in the thickness mo-
tion computation. It is important to keep in mind that since
there is no definite phase relationship between bending and
thickness @in other words, in the above analysis,T(t)
5DT sin(vt1w), wherew is unknown#, the term (2d tanu)
can either be added to or subtracted from the thickness am-
plitude, depending on the relative phase between the two
signals. In fact, (2d tanu) is the maximum error generated
by the combined effects of rotation and beam misalignment.
Thus, if M is the amplitude of the measured signalC1(t)
1C2(t), one can write the following formula for the thick-
ness change amplitude:

DT5M62d tan u. ~11!

The quantityd in the above equation is not easily determined
with accuracy, because the beams are aligned by eye. For our
calculations, it is assumed that (2d) is on the order of 0.1
mm. On the other hand, the slope tanu also needs to be
evaluated; Eq.~8! could only be used if the film motion were
free, and one would simply need to calculate the bending
wavelength of the free flexural wave. The bending motion,
however, is forced, and the corresponding shape is not easily
obtainable theoretically. Therefore, the slope was estimated
using the experimental data obtained on the samples: for
each measurement location, the amplitude of the bending
motion alone was computed~thickness motion factored out!
and the slope was calculated using a finite difference ap-
proximation. This approach is further justified by the sim-
plicity of the bending shape in the case of clamped circular
films: as Tables III and IV reveal, the bending amplitude
increases from top to bottom, indicating a ‘‘cantilever
beam’’-type motion. The average slope is approximately 4
31025 for the single-layer sample and 2.831026 for the
four-layer sample. Therefore, one can compute thed33 errors

for each sample, which are (2d tanu)/V and (2d tanu)/4V,
respectively. Numerically,

d33 error ~1 layer!562.31310210 m/V,

d33 error ~4 layers!560.02310210 m/V.

These results are compatible with the data shown in Tables
III and IV: one can see, for example, that the erroneously
large values obtained on the single-layer sample can be ex-
plained by the above analysis. On the other hand, thed33

data from the stacked sample are within an acceptable range.
Pan and Cross5 also point out the need for the beams on the
two sides of the sample to be collinear in order to eliminate
bending effects, but do not comment further on the sensitiv-
ity of their apparatus to this adjustment.

C. Clamped sample

One of the objectives in assembling the present system
was to study the polyurethane films for which a very large
electrostrictive response has been reported. These measure-
ments are now in progress. Although the results presented in
the previous section suggest that reducing the bending am-
plitude by stacking samples is the solution to the problems
encountered in this work, the mounting that was used turned
out to be impractical for softer samples such as the above
polyurethanes. When freely suspended, these samples exhibit
a curled surface which becomes even more pronounced when
a large DC bias voltage is applied to them~as is required to
measure their electrostrictive response!. This is a problem,
because when the film surface is not flat, the laser light is not
reflected in the proper direction, making the alignment of the
optics difficult and time-consuming. Therefore, another
holder had to be designed for their measurements according
to the following requirements:

~i! minimum constraints on the films,
~ii ! possibility to stack films, and
~iii ! control of film flatness.

The mounting procedure that was chosen was inspired
by the one used by Zhenyiet al.:3 a holder clamps the film
along its two vertical edges and a small tension is applied in
the horizontal direction by pulling the two clamps apart, in
order to get a flat surface. The whole assembly is placed on
an XYZ positioner combined with a tilt platform for posi-

FIG. 8. Mounting configuration for clamped samples.
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tioning and fine tuning. Electrical connections are made with
strips of aluminum foil@0.5 mil ~12.7mm! thick, 2 mm wide#
attached to the electrode with a conducting paste~Eccobond
59C from Grace Polymer!; this is depicted in Fig. 8. The
boundary conditions are:X25X350, S150, and Eqs.~1!
thus become

05s11X11d31E3 ,

S25s21X11d32E3 , ~12!

S35s31X11d33E3 .

Combining the first and the last of the above equations gives

S35S 2
s31

s11
d311d33DE3 . ~13!

Therefore, what is measured by the optical probe when the
sample is held this way is

DT

V
5

S3

E3
5d332

s31

s11
d31. ~14!

The coefficients involved in Eq.~14! are available from Refs.
10 and 11; they respectively yield the following values for
DT/V: 20.19310210 m/V and 20.12310210 m/V. These
values were confirmed by the results of a finite element
simulation~using the ATILA® finite element code! modeling
the sample in its holder. Tables V and VI summarize the data
taken on a 4-mil single-layer and on a 234-mil double-layer
sample, respectively~in the case of Table V, the driving
voltage amplitude was 39 V, whereas it was different at each
frequency for Table VI, ranging from 30 to 80 V!. One can
see that the double-layer results are accurate, as expected:
they fall within the range of published values at all frequen-
cies. The single-layer sample, on the other hand, did not
yield bad results at 250 and 300 Hz, but did not show the
expected response at higher frequencies. These two higher
frequencies~500 and 560 Hz! actually correspond to the first
two resonances that can be excited in the single-layer
sample, and they are characterized by a relatively large bend-
ing amplitude. The double-layer sample did not exhibit any
resonance over the frequency range of interest~200–1000
Hz!. Calculations from experimental slope measurements on
the single-layer indicate that an offset of 0.1 mm in the
beams would result in ad33 error on the order of 0.04
310210 m/V at 200 and 300 Hz, which is acceptable. At 500
and 560 Hz, however, the same offset would only result in an
error on the order of 0.2310210 m/V, which cannot account
for the observed discrepancies in the data at these two fre-
quencies. The beam offset ‘‘required’’ to get the erroneous
values reported in Table V would be detectable by eye,
which means that the above error analysis is not sufficient to
explain the large values obtained at resonance. This suggests
that accuracy is not only a function of the amplitude of the

bending motion at the laser beam location, but also depends
on whether or not the film is excited below its fundamental
resonance. When this is not the case, there seems to be a
coupling effect between the resonant vibrations and the
thickness change that affects the accurate detection of the
latter. At this point, the mechanism responsible for this effect
has not been identified; work involving numerical simula-
tions is now ongoing to get a better understanding of it. In
any case, it appears that it is preferable to measure the thick-
ness change when the sample is driven with a frequency
below its fundamental resonance frequency.

III. CONCLUSIONS

Measurements on PVDF samples proved that the optical
probe was suitable for estimation of thin film thickness co-
efficient. This study revealed that the bending motion was a
major source of error when calculating the net thickness
change. The error analysis demonstrated that inaccuracies
can be explained by the combined effects of the light beams’
misalignment and the rotational component of the bending
motion. Stacking films was proven to be an efficient way to
reduce the bending amplitude and should be done in any
subsequent similar work. Finally, it was observed that excit-
ing samples below their fundamental resonance frequency
was required to insure accurate measurements.
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In order to produce high-amplitude, low-frequency signals, an underwater transducer must generate
a relatively large volume displacement. Since water exerts a large reaction force back on the
transducer, ‘‘conventional wisdom’’ dictates that such a transducer would have to be a high Q
resonant device and thus not be broadband. However, a transducer does not have to be broadband
in the conventional sense to meet the requirements of communication and sonar systems. A
transducer that is capable of instantaneously switching between two discrete frequencies is adequate
for communication and transmission of coded signals; one that is capable of switching among
several frequencies could produce the chirp signals commonly used in active sonars. Ordinarily, a
broadband transducer is needed to accomplish the frequency switching rapidly. A way around this
difficulty is the ‘‘state-switched’’ source concept originally proposed by Walter Munk in 1980
which permits instantaneous frequency switching of a high Q resonant transducer while always
maintaining the resonance state. The objective of this research has been to investigate this novel
approach to the design of high-power, low-frequency, broadband transducers for use in long-range
underwater communication, active sonar, and underwater research applications. This paper presents
a practical realization of a ‘‘state-switched’’ source. ©1998 Acoustical Society of America.
@S0001-4966~98!03502-4#

PACS numbers: 43.38.Ar, 43.30.Yj, 43.38.Fx, 43.30.Vh@SLE#

INTRODUCTION

Communication systems, sonar systems, and underwater
research such as acoustic ocean tomography require a
method of generating a controllable, broadband signal with
high power at low frequencies underwater. During the Heard
Island Feasibility Test,1,2 high-power, low-frequency sound
was propagated over distances as great as 18 000 km. High
power at low frequencies allows for greater signaling dis-
tances in communication systems and for detecting underwa-
ter objects at greater distances using active sonar. Low fre-
quencies are desired in order to minimize the attenuation
over long propagation distances as the attenuation decreases
with decreasing frequency.3 High signal level and efficiency
maximize the long range performance. Additionally, higher
efficiency extends the operational lifetime of unattended
sources. The ability to transmit highly controllable signals
such as multifrequency sweeps and pseudorandom codes is
essential for successful communications and long range
propagation experiments. Broad bandwidth is needed in
communication systems to allow for high data rate transmis-
sion and in active sonar systems for range resolution. Accu-
racy of long range measurements is increased by raising the
source level and increasing the bandwidth.4

High-power, low-frequency sound can be generated un-
derwater by a variety of sources, namely tonpilz,5

hydroacoustic,6 flextensional,7 and electrodynamic8 transduc-
ers. Electrostatic, piezoelectric, magnetostrictive, electro-
magnetic, hydroacoustic, and parametric transduction

mechanisms have been examined as means of producing
low-frequency sound underwater.9 Other sources such as
Helmholtz resonators,10 an air gun impulsive underwater
transducer,11 and a bubble transducer12 have also been used.
In spite of the problems associated with the design of low-
frequency underwater transducers9,13,14–16such as transducer
size, low radiation resistance, large volume velocities, and
depth compensation, the difficulties of generating a high-
power, low-frequency signal underwater must be overcome
for applications such as communication systems, sonar sys-
tems, and underwater research.

High power, coupled with low frequencies, indicates a
need for large displacements of the radiating surface. At low
frequencies, the wavelength in water is typically much
greater than the characteristic source dimension, resulting in
a low mechanical radiation impedance,Zmrad. For example,
for a baffled piston radiator, the mechanical radiation
impedance17 is given by

Zmrad5rcpa2@R1~2ka!2 iX1~2ka!#, ~1a!

R1~2ka!512
2J1~2ka!

2ka
, ~1b!

X1~2ka!5
2H1~2ka!

2ka
, ~1c!

whereJ1 andH1 are the Bessel and Struve functions of the
first order. At low values of 2ka, R1(2ka) andX1(2ka) can
be approximated as
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R1~2ka!5
~2ka!2

4•2
2

~2ka!4

6•42
•2

1
~2ka!6

8•62
•42

•2
2•••, ~2!

X1~2ka!5
~4/p!~2ka!

3
2

~4/p!~2ka!3

5•32 1
~4/p!~2ka!5

7•52
•32

1••• . ~3!

As the radiated acoustic power,Pa , is determined by

Pa5 1
2uv̂nu2 Re$Zmrad%, ~4!

where v̂n is the normal surface velocity, a low mechanical
radiation impedance translates into a low radiated acoustic
power. To achieve high radiated acoustic power with low
radiation impedance, the normal surface velocity and the ra-
diating surface area must be large~that is, a large volume
displacement is required!. From Eqs.~2! and~3!, it is evident
that, for lowka, the radiation reactance is much larger than
the radiation resistance. Hence, to maximize the surface dis-
placement, the source must be operated near resonance as a
narrow-band, or high Q, device. Thus the frequencies avail-
able for signaling and communication purposes are con-
strained to a relatively small band centered on the resonance
frequency of the transducer.

Increasing the surface area of the radiating surface re-
sults in increased radiation damping and added mass due to
the water loading.18,19 Increased radiation damping lowers
the Q and increases the bandwidth while the added mass
raises the Q and lowers the operating frequencies. Direct
scaling of higher frequency~tonpilz! transducers yields di-
mensions of 6 m in diameter and 15 m in length at 100 Hz.16

Thus smaller dimensions are used at the expense of low ra-
diation impedance.

Another option is to increase the internal damping of the
transducer in an effort to lower the source’s Q, thus increas-
ing the bandwidth without changing the resonance fre-
quency. The main disadvantage of lowering the Q of the
transducer in this manner is that the signal level and effi-
ciency are both reduced as the losses in the system are in-
creased. By lowering the Q of the transducer, a greater band-
width is realized but at the cost of decreased surface
displacements, and hence reduced signal levels.

High power at low frequencies underwater requires large
displacements due to the low radiation resistance and large
forces due to the relatively high radiation reactance. Reso-
nance is required to eliminate the reactance and high Q fol-
lows from the low radiation impedance. Therefore, a high Q
source operated at resonance is needed. But a high Q source
operated at resonance does not provide a broadband re-
sponse. A low Q, or nonresonant, source is necessary for
broad bandwidth but will not efficiently provide high power
at low frequencies. Apparently, neither a high Q nor a low Q
source, in the traditional sense, completely satisfies the re-
quirements of a broadband, high-power, low-frequency, un-
derwater, acoustic transducer.

This research was undertaken to determine whether or
not a novel idea, state switching,20 could be used to obtain
high power at low frequencies in an underwater acoustic
transducer with an ‘‘effective bandwidth’’ much larger than
that of a typical high Q resonant source. Ordinarily, a broad-

band transducer is needed to accomplish frequency switching
rapidly. However, a transducer does not have to be broad-
band in the conventional sense to meet the requirements of
communication and sonar systems. A transducer that is ca-
pable of instantaneous switching between two discrete fre-
quencies is adequate for communication and one that is ca-
pable of instantaneous switching among several frequencies
could produce the chirp signals commonly used in active
sonars. It is theoretically possible to instantaneously switch
frequencies with a high Q resonant system provided that the
resonance frequency of the system is altered simultaneously
with the drive frequency. Moreover, it is possible to accom-
plish the switching without having to provide additional en-
ergy to the system. Such a ‘‘state-switched’’ transducer
would retain the advantages~high power, high efficiency,
and large displacements! of a high Q resonant transducer
without the accompanying disadvantages~narrow bandwidth
and slow response time!.

I. STATE SWITCHING CONCEPT

The state switching concept was first described by
Munk20 as a ‘‘State-Switched Acoustic Source.’’ A state
switched acoustic source is an acoustic source that has the
ability to switch among multiple distinct resonant states,
while maintaining resonance throughout the switching pro-
cess. At any given time, the source has only one fundamental
resonance as with any typical source. The distinction of a
state switched source is that it has the ability to change its
resonance by altering a property of the system. State switch-
ing is accomplished by driving the source to resonance and
at a predetermined time, switching both the resonance fre-
quency and the driving frequency of the source simulta-
neously.

The state switching concept is most apparent upon ex-
amination of a simple harmonic oscillator. A mass-spring
system with a spring constantk0 and massm0 has a reso-
nance frequency,vH , given by

vH5Ak0

m0
. ~5!

Decreasing the mass produces a new resonance frequency,
vL , given by

vL5Ak0

m1
, ~6!

where the new mass is represented bym1 . A second way to
modify the resonance frequency of the original mass–spring
system is to reduce the stiffness of the spring tok1 such that

vL5Ak1

m0
. ~7!

In a mass switching realization of state switching, the
original mass–spring system is driven at resonance at its
natural frequency,vH , as shown in Fig. 1. At a point of zero
velocity, the mass is instantaneously replaced by the second
mass,m1 , effectively changing the resonance frequency of
the system to the new value,vL . At the same time that the
mass is switched, the driving frequency is changed to corre-
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spond to the new resonance frequency of the system. The
switch and its effect on the system are shown in Fig. 1. For
the purpose of illustrating the state switching concept, the
masses and stiffnesses in Fig. 1 have been chosen such that
the high frequency,vH , is exactly twice the low frequency,
vL ~although obviously any convenient, achievable value for
vH /vL could be used in an actual system!. The switch takes
place at a point of zero velocity where the kinetic energy of
the system is zero. At this point, all of the system energy is
in the spring and the potential energy of the system is a
maximum. By changing the mass of the system at a point of
zero kinetic energy, the total energy of the system is un-
changed by the switching process. Throughout the switch,
energy is conserved, hence no work is done. At any subse-
quent point of zero velocity, the mass may be replaced by the
original mass,m0 , to return the resonance frequency to the
original value of vH . To maintain resonance when the
masses are switched, the drive frequency must always be
changed to correspond to the appropriate resonance fre-
quency.

For a mass switching realization of state switching, con-
servation of energy requires that the displacement amplitude
remain constant through the switching process while the ve-
locity and acceleration amplitudes change according to

uvHu
uvLu

5
vH

vL
, ~8a!

uaHu
uaLu

5S vH

vL
D 2

, ~8b!

where uvHu and uaHu are the amplitudes of the velocity and
acceleration, respectively, at the high frequency,vH , and
uvLu anduaLu are the amplitudes of the velocity and accelera-
tion, respectively, at the low frequency,vL . The velocity
amplitude is reduced by a factor of 2 and the acceleration

amplitude is reduced by a factor of 4 when changing from
vH to vL for the case shown in Fig. 1.

Alternatively, a state switched source can be produced
by altering the stiffness of the system. Beginning again with
the original mass–spring system being driven at its funda-
mental resonance,vH , the stiffness of the system is instan-
taneously changed~e.g., by changing springs! to a different
value,k1 , at a point of zero displacement to produce a new
simple harmonic oscillator. At the same time that the stiff-
ness is changed, the drive frequency of the system is changed
to correspond to the system’s new resonance frequency,vL .
The effect of the stiffness switch on the system~for k0

54k1! is shown in Fig. 2. The zero displacement point cor-
responds to a zero potential energy state for the system. That
is, at this point all of the system energy is in the kinetic
energy of the mass. By switching springs at a zero potential
energy state, the total energy of the system is unaffected by
the state switching and resonance is maintained. The system
can be state switched back to the first resonance state at any
subsequent point of zero displacement.

In the stiffness switching realization, energy conserva-
tion requires the velocity to remain constant through the
switch while the displacement and acceleration amplitudes
change according to

uxHu
uxLu

5
vL

vH
, ~9a!

uaHu
uaLu

5
vH

vL
, ~9b!

where uxHu and uaHu are the displacement and acceleration
amplitudes, respectively, at the high frequency,vH , anduxLu
and uaLu are the displacement and acceleration amplitudes,
respectively, at the low frequency,vL . For our example, the

FIG. 1. Mass switching realization of state switching a simple harmonic
oscillator.

FIG. 2. Stiffness switching realization of state switching of a simple har-
monic oscillator.
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displacement amplitude is doubled and the acceleration am-
plitude is halved by changing fromvH to vL ~see Fig. 2!.

II. CONCEPTUAL DESIGN OF A STATE SWITCHED
ACOUSTIC TRANSDUCER

While we have found no practical means of implement-
ing a mass switched realization of a state switched trans-
ducer, we have found it possible to construct workable stiff-
ness switched realizations of a state switched transducer by
making use of the change in stiffness modulus which occurs
due to the electromechanical coupling when electrical
boundary conditions are changed in piezoelectric
materials.21,22A conceptual design of a state switched acous-
tic transducer which utilizes stiffness switching is shown in
Fig. 3. The transducer includes a head mass, a tail mass, a
driver of piezoelectric ceramic, a switchable spring of piezo-
electric ceramic, a tierod to keep the piezoelectric ceramic in
compression, and a spacer as an interface between the driver
and the switchable spring. All of the piezoelectric ceramic is
polarized in the longitudinal direction. The transducer is
driven by placing an alternating voltage across the driver at
the desired frequency.

The switchable spring is made from piezoelectric ce-
ramic which allows for modification of the spring’s stiffness,
and therefore, the resonance state of the transducer. The idea
is to exploit the alteration in mechanical properties which
occurs in a piezoelectric material when the electrical bound-

ary condition is changed from open circuit to short circuit.
Examination of the constitutive relations for a piezoelectric
ceramic,23

S15s11
E T11s12

E T21s13
E T31d31E3 , ~10a!

S25s12
E T11s11

E T21s13
E T31d31E3 , ~10b!

S35s13
E T11s13

E T21s33
E T31d33E3 , ~10c!

S45s44
E T41d15E2 , ~10d!

S55s44
E T51d15E1 , ~10e!

S65s66
E T6 , ~10f!

D15e1
TE11d15T5 , ~10g!

D25e1
TE21d15T4 , ~10h!

D35e3
TE31d31~T11T2!1d33T3 , ~10i!

shows that the ceramic can be stiffened both electrically and
mechanically.24,25 In Eqs. ~10a! through ~10i!, Si is the i th
strain component,Tj is the j th stress component,En is the
electric field in thenth direction, andDm is the electric dis-
placement in themth direction. The piezoelectric material
properties are given bysi j ~compliance!, dml ~piezoelectric
strain coefficient!, andemn ~dielectric permittivity!. The val-
uesi of and j range from 1 to 3 for normal stress and strain
and from 4 to 6 for shear stress and strain. The values ofm
andn range from 1 to 3 for polarization directions along the
normal axes. TheE superscript indicates a constant electric
field while theT superscript indicates a constant stress.

The coordinate system for a longitudinally polarized
hollow ceramic cylinder, the shape used in the switchable
spring, is shown in Fig. 4. The polarization direction, always
the ‘‘3’’ direction by convention, for the longitudinally po-
larized piezoelectric ceramic is in the axial direction. Assum-
ing motion and electric field only in the longitudinal direc-
tion, application of the boundary conditions

E15E250, ~11a!

T15T25T45T55T650, ~11b!

reduces Eqs.~10a! through~10i! to

S35s33
E T31d33E3 , ~12a!

D35e3
TE31d33T3 . ~12b!

FIG. 3. Conceptual design of a state switched acoustic transducer utilizing
stiffness switching.

FIG. 4. Coordinate system for longitudinally polarized hollow cylinder.
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For the short circuit constraint, the electric field is zero
(E350) and Eqs.~12a! and ~12b! can be reduced to show
that the strain and the electric displacement are proportional
to the stress

S35s33
E T3 , ~13a!

D35d33T3 . ~13b!

The open circuit constraint requires that there be no
electric displacement (D350). Thus rearrangement of Eqs.
~12a! and ~12b! yields

S35s33
E T3~12k33

2 !, ~14a!

k33
2 5

d33
2

s33
E e3

T , ~14b!

wherek33 is the coupling coefficient, a property of the ma-
terial. Note that the proportionality constant relating stress
and strain is different for the open circuit constraint@Eq.
~14a!# than it is for the short circuit constraint@Eq. ~13a!#.

From Eq.~13a!, the short circuit stiffness,ksc, can be
shown to be

ksc5
Ac

s33
E Lc

, ~15!

whereAc andLc are the cross-sectional area and the length
of ceramic, respectively, while the open circuit stiffness,koc,
can be found from Eq.~14a! to be

koc5
Ac

s33
E Lc~12k33

2 !
. ~16!

The ratio of the stiffness of the piezoelectric ceramic when
open circuited to the stiffness of the piezoelectric ceramic
when short circuited is given by

koc

ksc
5

1

12k33
2 . ~17!

The piezoelectric coupling factor,k33 @defined by Eq.~14b!#,
determines the change in effective elastic compliance of the
material. The piezoelectric coupling factor is important in
determining the transduction efficiency as it is defined to be
‘‘the ratio of the mutual elastic and dielectric energy density
to the geometric mean of the elastic and dielectric self-
energy densities.’’26 Thus the square of the coupling factor is
the ratio of the output mechanical energy to the input elec-
trical energy.27,28

We could use a thickness polarized cylindrical tube in-
stead of the longitudinally polarized tube shown in Fig. 4.
However, the change in stiffness would then be governed by
k31 which is much smaller thank33 for most piezoelectric
materials.

For a piezoelectric transducer, the maximum value of
the transducer coupling factor is the coupling coefficient of
the piezoelectric ceramic material appropriate to the ceramic
polarization and the direction of motion. The actual value of
the transducer coupling coefficient is reduced by the trans-
ducer structure and casing,27–31 specifically by the compli-
ance of the joints in the ceramic stack, the piezoelectric
driver, the compression bolt, the case, and the waterproofing

seals. In order to maximize the change in frequency between
resonance states of the state switched transducer, the compli-
ance of the elements in parallel with the switchable spring
~i.e., the prestress tierod! should be much greater than the
compliance of the switchable spring while the compliance of
the elements in series with the switchable spring~i.e., the
driver stack! should be much smaller than that of the swit-
chable spring.

The joints in the stack of piezoelectric elements degrade
the coupling and reduce the change in stiffness modulus. The
strain in the stack of piezoelectric elements is a combination
of the strain in the individual piezoelectric elements and the
strain in the joints between the individual piezoelectric ele-
ments as given by

dx

L
5

dxc1dxj

L
, ~18!

wheredx is the total extension of the stack of total lengthL,
dxc is the extension of the piezoelectric elements, anddxj is
the extension of the joints. Thus, the total strain in the stack
of piezoelectric elements including the effects of the joints
can be written as

S35s33
E T3S Lc

L D S 11
kc

kj
D1d33E3S Lc

L D , ~19a!

kc5
Ac

s33
E Lc

, ~19b!

kj5
AjEj

L j
, ~19c!

wherekc is the stiffness of the piezoelectric ceramic, andkj ,
Aj , Ej , and L j are the stiffness, cross-sectional area,
Young’s modulus, and length of the joints. The ratio of the
stiffness of the piezoelectric ceramic when open circuited to
the stiffness of the piezoelectric ceramic when short circuited
is then

koc

ksc
5

1

12k33
2 /~11kc /kj !

. ~20!

Thus by making the joints as stiff as possible, the change in
stiffness of the assembled stack is maximized.

The switchable spring of the conceptual design of the
state switched acoustic transducer shown in Fig. 3 has an
effective coupling coefficient,keff , which includes the elec-
tromechanical nature of the piezoelectric material and the
effects of the joints in the stacks, the transducer case, the
support structure, and the other transducer parts. The ratio of
the effective stiffness modulus of the stiffness changing re-
alization of a state switched acoustic transducer between the
open and short circuit conditions for the switchable spring is
given by

koc

ksc
5

1

12keff
2 . ~21!

The frequency ratio for the state switched acoustic transducer
is then given by
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f oc

f sc
5A 1

12keff
2 , ~22!

where f oc is the open circuit resonance frequency andf sc is
the short circuit resonance frequency. Thus for a stiffness
changing realization of a state switched acoustic transducer
with an switchable spring of PZT-5H which has a piezoelec-
tric coupling coefficient,k33, of 0.75,32 the maximum attain-
able increase in resonance frequency is 51%.

III. LUMPED ELEMENT STEADY STATE MODEL

To determine the frequency change between resonance
states, a lumped parameter model was derived and verified
experimentally.21,22 The state switched acoustic transducer
was assumed to be a monopole under free-field conditions as
the characteristic dimension of the source was much less
than the wavelength in both air and water for the frequency
range of interest, below 1000 Hz. The magnitude of the ra-
diated pressure,upu, in the far field is related to the source
dimensions and the acoustic medium by33

upu5
r0

4pr
uQ̇u, ~23!

where r0 is the density of the medium,Q̇ is the volume
acceleration of the source, andr is the distance from the
source to the observation point. If the radiating surface is a
piston of radiusa

upu5
r0a2v2d

4r
, ~24!

wherev is the angular frequency andd is the amplitude of
the surface displacement. To increase the sound level at a
prescribed distance from the source at a specific frequency,
either the piston radius or the surface displacement need to
be increased. Increasing the piston radius will increase the
radiation damping which is proportional to the piston radius
raised to the fourth power.19 Generally, increased radiation
damping will lead to higher source levels. However, the ad-
ditional damping may reduce the source level when force-
limited underwater. In displacement-limited transducers, the
only option is to increase the surface area to raise the source
level. Proper impedance matching will ensure maximum
power transfer.

In the lumped parameter model, the head mass, spacer,
and tail mass were treated as masses while the switchable
spring, driver, and tierod were treated as stiffness elements.
The effective masses of the stiffness elements of the source
were included in the lumped masses of the system following
the derivation of Stansfield.34 The switchable spring and the
driver stiffnesses included the piezoelectric coupling of the
ceramic. Electrical, mechanical, and electromechanical
losses were included for the piezoelectric ceramic.35,36 All
three losses are frequency dependent but were assumed to be
constant for modeling purposes as the frequency range of
interest was relatively small. The joint stiffness was included
in the model for the switchable spring and the driver. The

electrical resistance of the switch for the switchable spring
was also included in the short circuit case as an additional
loss in the system.

The effects of the surrounding medium, air or water,
were modeled by lumped elements for the effective mass and
damping of the surrounding medium.19 This assumption is
valid for ka,0.5. Thus in water, the maximum frequency
for which the added mass and damping may be modeled as
lumped elements is 2350 Hz for a 2 in. radius piston. In air,
the maximum frequency for using lumped elements for the
added mass and damping is only 537 Hz for a 2 in. radius
piston but the effect of added mass and damping in air is
negligible.

The acoustic boundary condition used to calculate the
radiation impedance was a piston at the end of a long rigid
cylinder.19,37 Mass loading,mrad, and damping,crad, were
calculated as19

mrad51.927r0a3, ~25a!

crad5S p

4 D S r0v2a4

c D , ~25b!

wherec is the speed of sound in the surrounding medium in
meters per second. The surrounding medium was taken to be
either air or water. A speed of sound of 343 m/s and a den-
sity of 1.21 kg/m3 were used for air while a speed of sound
of 1500 m/s and a density of 1026 kg/m3 were used for
water.38

Both the driver and the switchable spring were a stack of
piezoelectric elements with the individual elements epoxied
together. The thin-walled hollow cylinders used in the swit-
chable spring were polarized in the direction of motion re-
sulting in k33 coupling, which is only 4% lower than the
optimal piezoelectric coupling factor.39 Polarizing the cylin-
ders radially through the thickness would have resulted ink31

coupling, which produces a much smaller maximum change
in resonance, only 8.6%, due to a much lower coupling co-
efficient @k31520.39 ~Ref. 32!# for PZT-5H. Polarizing the
cylinders through the height increased the number of joints
in the stack but the advantage of the higher coupling was
preferred over reducing the losses due to the stiffness of the
joints.

Since motion was assumed to be only in the longitudinal
direction, only one degree of freedom was required for each
mass shown in Fig. 3. Model results will be shown with the
experimental data in the next section.

IV. STATE SWITCHING CONCEPT DEMONSTRATION

State switching has been demonstrated with the acoustic
transducer shown in Fig. 5, in air and water at frequencies
between 810 and 1022 Hz.21,22 Details of the transducer
components are described in Table I. The switchable spring
is a stack of 20 thin-walled hollow cylinders of piezoelectric
ceramic ~C-5500, Channel Industries, Inc., Santa Barbara,
California! which were polarized in the longitudinal direc-
tion. The driver stack was made from four thin disks of pi-
ezoelectric ceramic~C-5400, Channel Industries, Inc., Santa
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Barbara, California! polarized in the longitudinal direction.
The electrodes in the joints were made with flat wire mesh
and conducting epoxy.

As the pressure in the far field is directly proportional to

the acceleration of the head mass, an accelerometer was at-
tached to the head mass for the in air measurements as
shown in Fig. 5. Underwater measurements were made with
a Brüel and Kjær 8100 Hydrophone. All data acquisition and
system control operations were accomplished with a PC and
a data acquisition board with appropriate amplification and
filtering.

The state switched transducer resonates in air at 814 Hz
when the switchable spring is completely short circuited and
at 1019 Hz when the switchable spring is completely open
circuited as shown in the displacement response in Fig. 6.
The Q of the short circuit resonance is 56.8 and the Q of the
open circuit resonance is 48.5. While both the open circuit
and short circuit resonances are shown in Fig. 6, the state
switched transducer does not exhibit both resonances simul-
taneously. At any given time, the transducer has only one
resonance state. The distinction of the state switched trans-
ducer is that it can change its resonance state during opera-
tion. The frequency change between the full open circuit and
full short circuit conditions is 205 Hz; the open circuit reso-
nance is 25% larger than the short circuit resonance. Model-
ing results, shown in Fig. 6, closely agree with the experi-
mental data. The difference between the experimental and
modeled short circuit resonances is attributed to the variabil-
ity of tabulated material properties for the piezoelectric ce-
ramic.

Of particular importance is the high Q nature of the

FIG. 5. State switched acoustic transducer.

TABLE I. Physical description of prototype state switched acoustic transducer.

Head mass Electronically switchable spring

Diameter 10.2 cm~4 in.! Outer diameter 1.91 cm~0.75 in.!
Height ~air!a 2.54 cm~1 in.! Inner diameter 1.48 cm~0.584 in.!
Height ~underwater!a 2.13 cm~0.84 in.! Total height 15.2 cm~6 in.!
Mass~air!a 1.56 kg~3.44 lb! Cylinder height 0.76 cm~0.3 in.!
Mass~underwater!a 1.33 kg~2.94 lb! Number of cylinders 20
Material Steel Materialc C-5500~PZT-5!

Tail mass Driver

Diameter 10.2 cm~4 in.! Outer diameter 1.91 cm~0.75 in.!
Height ~air!b 10.2 cm~4 in.! Inner diameter 0.51 cm~0.2 in.!
Height ~underwater!b 10.5 cm~4.125 in.! Total height 1.02 cm~0.4 in.!
Mass~air!b 6.44 kg~14.2 lb! Disk height 0.25 cm~0.1 in.!
Mass~underwater!b 6.04 kg~13.3 lb! Number of disks 4
Material Steel Materialc C-5400~PZT-4!

Spacer Attachment disks~head mass and tail mass!d

Outer diameter 2.54 cm~1 in.! Outer diameter 5.08 cm~2 in.!
Inner diameter 0.676 cm~0.266 in.! Inner diameter 0.676 cm~0.266 in.!
Height 1.27 cm~0.5 in.! Thickness 1.27 cm~0.5 in.!
Mass 42.5 g~1.5 oz! Mass 0.16 kg~0.36 lb!
Material Steel Material Steel

Prestress rod~6-32 threaded rod!

Outer diameter 0.351 cm~0.138 in.!
Length 20.1 cm~7.9 in.!
Material Steel

aDifferent head masses were used for the testing in air and underwater so that the transducer would resonate at
approximately the same frequencies in air and underwater.

bThe added height of the tail mass used for underwater testing compensated for the wiring access holes required
to connect the piezoelectric ceramic to the electronics in the underwater case.

cAll of the piezoelectric ceramic was manufactured by Channel Industries, Inc., Santa Barbara, California.
dThe attachment disks were epoxied to the piezoelectric stacks and bolted to the masses.
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response of the transducer. Specifically, the response at reso-
nance is substantially higher than the response away from
resonance. The response of the transducer when driven at the
short circuit resonance frequency with the switchable spring
open circuited is substantially lower than with the switchable
spring short circuited. When the transducer is driven at the
open circuit resonance frequency, the response is greater
when the switchable spring is open circuited than when the
switchable spring is short circuited.

Since the switchable spring is made from ten pairs of
piezoelectric cylinders, intermediate resonances can be ob-
tained by short circuiting only a portion of the switchable
spring. In Fig. 7, nine intermediate resonances are shown
between the full short circuit and full open circuit conditions.
For example, short circuiting 50% of the switchable spring
resulted in a resonance at 893 Hz. The segmentation of the
switchable spring allows operation of the transducer at dis-
tinct resonances over a 205-Hz bandwidth. Further segmen-
tation of the switchable spring or utilizing segments of dif-

fering lengths would increase the number of distinct
resonance states over the same bandwidth.

The first step in state switching is to determine the
damped natural frequency for each resonance state. The
damped natural frequencies~rather than the frequencies of
maximum response! are used in state switching to eliminate
any transients that could be caused by interference between
the drive signal and the damped natural response of the
source. To state switch with a stiffness switching realization
of a state switched acoustic transducer, the transducer is
driven to resonance and at a zero displacement point, the
resonance state of the transducer is changed and the drive
frequency is simultaneously changed to the new resonance
frequency. As the strain and electric field of a piezoelectric
ceramic are in phase, the zero displacement point corre-
sponds to a zero voltage point. Thus, state switching is done
when the drive voltage is zero and the piezoelectric ceramic
of both the driving stack and the electronically switchable
spring is unstrained. The drive voltage waveform is a sinu-
soid whose frequency corresponds to the damped natural fre-
quency of the transducer. Whenever the resonance state of
the transducer is changed, the drive frequency is changed to
the new damped natural frequency. A small change in the

FIG. 8. State switching the state switched acoustic transducer from open to
short circuit with adjusted drive voltages in air~switch at 0.02 s!.

FIG. 6. Theoretical and experimental resonances of the state switched
acoustic transducer in air.

FIG. 7. Experimental intermediate resonances of state switched acoustic
transducer in air.
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drive voltage amplitude is required to accommodate the dif-
ference between the short circuit and open circuit losses.

State switching was demonstrated with the transducer
shown in Fig. 5 in air as shown in Figs. 8 and 9. The swit-
chable spring is switched from open to short circuit in Fig. 8
while the switchable spring is switched from short to open
circuit in Fig. 9. The frequency of the transmitted signal
changes immediately while there is a small amplitude adjust-
ment following the switch. Switching only the switchable
spring but not the driving frequency, and vice versa, pro-
duces significant transient effects following the switch as
seen in Figs. 10 and 11~switching from open to short circuit
in air!. Switching the switchable spring and the driving fre-
quency at a peak displacement~as opposed to switching at a
zero displacement point for state switching! produces a high-
frequency transient which decays rapidly as shown in Fig.
12. The high-frequency transient is caused by exciting the
fundamental radial mode of the piezoelectric cylinders of the
switchable spring by switching at the incorrect time. Similar
results are seen when switching from short to open
circuit.21,22

The transducer was mounted in a case as shown in Fig.
13 for underwater testing.22 A membrane seal isolated the

piston from the water while O-rings sealed the interfaces
between the case sections. The tail mass was suspended be-
tween two layers of corprene to vibrationally isolate the tail
mass from the case so that motion of the tail mass would not
radiate sound into the water. Two O-rings around the tail
mass provided lateral stability for the transducer. Two wiring
access holes in the tail mass allowed the electrical connec-
tions to be made at the rear of the transducer. Hence, the tail
mass was lengthened to account for the mass lost to the
wiring access holes in order to maintain the same resonances
for the underwater testing as for the testing done in air. The
electronic switch was enclosed in the case.

The water environment causes mass loading of the pis-
ton and increases the damping of the transducer, resulting in
lower resonance frequencies and lower Q’s underwater. For
the underwater testing of the state switched acoustic trans-
ducer, the size of the head mass was reduced so that the
transducer would have approximately the same resonances
underwater as were observed in air in Figs. 6–12. The mod-

FIG. 9. State switching the state switched acoustic transducer from short to
open circuit with adjusted drive voltages in air~switch at 0.02 s!.

FIG. 10. Switching the switchable spring but not the driving frequency of
the state switched acoustic transducer from open to short circuit in air
~switch at 0.02 s!.

FIG. 11. Switching the driving frequency but not the switchable spring of
the state switched acoustic transducer from open to short circuit in air
~switch at 0.02 s!.
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eled resonances of the transducer, with the thinner head mass
in air and underwater, are shown in Fig. 14. The sealed trans-
ducer had a Q of 36.1 with its fundamental resonance at
1113 Hz in air with the switchable spring open circuited and
a Q of 28.3 with its fundamental resonance at 892 Hz in air
with the switchable spring short circuited. The damped natu-
ral frequencies were found to be 1016.2 Hz with a Q of15.4
~open circuit switchable spring! and 817.9 Hz with a Q of
15.7 ~short circuit switchable spring! underwater. State
switching underwater from open to short circuit is shown in
Fig. 15 and from short to open circuit in Fig. 16~the appar-
ent jitter in the signal is due to noise!.

As shown in the experimental data, the state switched
transducer can be changed between two discrete resonance
states with a change of 25% in resonance frequency. With
appropriate switching and control algorithms, state switching
could be used to generate a wide variety of frequency modu-
lated or frequency coded signals for data transmission, sonar,
and propagation experiments. The frequency could poten-
tially be changed as often as every half cycle since the fre-
quency can be changed whenever the piston is at the zero
displacement point.

V. ADVANTAGES OF STATE SWITCHING

Comparisons of state switched transducers with tradi-
tional tonpilz transducers indicate that their efficiencies are

FIG. 12. Switching the switchable spring and the driving frequency of the
state switched acoustic transducer from open to short circuit at a peak dis-
placement in air~switch at 0.02 s!.

FIG. 13. Cross-sectional view of the state switched acoustic transducer in
underwater case.

FIG. 14. Modeled response of the state switched acoustic transducer in air
and underwater with thinner head mass.
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comparable even though the overall coupling of the state
switched transducer is decreased by the switchable spring.
Woollett27,30,31 has shown that the addition of springs to a
transducer reduces the overall coupling. Moffett and
Marshall28 have shown that the overall coupling of a trans-
ducer can be reduced by a long cable, a stress rod, and glue
joints. Springs in parallel with the piezoelectric
ceramic27,30,31~i.e., seals or oil enclosed within the case for
pressure compensation! reduce the overall coupling,k, ac-
cording to

k25
~k8!2

11~cM
I 8/cs!

5
~k8!2

11„12~k8!2
…~cM

E8/cs!
, ~26!

wherecM
I 8 is the open circuit compliance of the piezoelectric

ceramic,cM
E8 is the short circuit compliance of the piezoelec-

tric ceramic,cs is the compliance of the springs in parallel,
andk8 is the coupling coefficient the transducer would have
without the parallel springs. Thus, a parallel spring that is
softer than the ceramic stack will reduce the coupling less
than a spring that is stiffer than the ceramic stack would.
Similarly, springs in series with the ceramic stack27,30,31~i.e.,

a passive spring used to lower the transducer’s resonance
frequency or the joints in the ceramic stack! reduce the cou-
pling according to

k25
~k8!2

11cs /cM
E8

. ~27!

In this case, springs that are stiffer than the ceramic stack
will reduce the overall coupling less than springs that are
much softer than the ceramic stack. In the state switched
transducer, the overall coupling of the transducer is reduced
from 0.71 to 0.11 due to the addition of the switchable spring
~neglecting the effects of the seals, the mounting method, the
joints in the stack and the prestress rod!.

In spite of the low overall coupling, the electroacoustic
efficiency is still high due to the high Q nature of the state
switched transducer. The electroacoustic efficiency,40 hea ,
of a transducer is simply the product of the electromechani-
cal efficiency,hem, and the mechanoacoustical efficiency,
hma . As the state switched transducer is always operated at
resonance, it is the efficiency at resonance which is of im-
portance. The electromechanical efficiency at resonance is
determined by40

hem5
1

11
tan d

@k2/~12k2!#~QMW
E !

, ~28!

where tand is the loss tangent,k is the coupling coefficient,
andQMW

E is the mechanical quality factor of the transducer
when operated under constant electric field underwater. The
electromechanical efficiency of the state switched transducer
at resonance is then 0.9796 for tand50.004, k50.11, and
QMW

E 515.7; if the coupling were 0.71, the electromechani-
cal efficiency would be 0.9997. The obvious disadvantage is
that the slightly higher electromechanical efficiency gained
by not state switching is accompanied by the narrow band-
width of the high Q resonance. As the mechanoacoustical
efficiency is determined by the transducer’s mechanical
losses and the radiation resistance, it is not affected by the
switchable spring and the reduced overall coupling.

As the state switched transducer’s maximum source
level is limited by the allowable strain in the switchable
spring, the state switched source level is comparable to the
source level attained by driving both the switchable spring
and the driver stack. The transmitting voltage responses and
efficiencies of the state switched acoustic transducer when
used in the state switching mode at the open circuit and short
circuit resonances are shown in Figs. 17 and 18 with the
response when the switchable spring is driven at maximum
allowable strain with the same electric field applied to the
driver stack as in the state switched cases. The efficiency is
defined as the ratio of the acoustic power output to the re-
quired electrical volt-amperes~both resistive and reactive!
input. Low dielectric losses are included in both the driver
and the switchable spring stacks in Fig. 17. In Fig. 18, higher
dielectric losses are included when the piezoelectric ceramic
is driven with a high electric field.

FIG. 15. State switching the state switched acoustic transducer from open to
short circuit underwater~switch at 0.02 s!.

FIG. 16. State switching the state switched acoustic transducer from short to
open circuit underwater~switch at 0.02 s!.
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It is important to note that the maximum source level of
the transducer at resonance is limited by the allowable strain
in the switchable spring. Thus, driving the switchable spring
will not substantially improve the source level at resonance.
However, higher source levels are possible when the trans-
ducer is driven off-resonance as a tonpilz transducer~as
compared to the state switched mode!. The disadvantage of
driving the transducer in this manner is the increased input
electrical power requirement due to the low efficiencies at
frequencies removed from resonance. Efficiency is not a
problem if one is just going between the constant voltage and
the constant current frequencies but in this case, increased
effective bandwidth will not be realized since the constant
voltage resonance will still have to ring up and ring down.

A tonpilz transducer has a fundamental resonance for
constant driving voltage and for constant driving current as
seen in Fig. 17. It may be possible to switch between these
two resonances by switching the input electrical drive signal
between the constant current and constant voltage conditions
while simultaneously changing the driving frequency. This
effectively state switches the transducer through the ampli-
fier. However, operating the transducer in this manner limits

the output signal to the constant voltage and constant current
resonances; the transducer cannot be switched to intermedi-
ate resonance states. State switching by ‘‘switching the am-
plifier’’ would seem to produce little advantage and increase
the complexity and expense of the system.

The application of state switching to a typical high Q
transducer substantially increases its bandwidth for the pur-
pose of transmitting frequency modulated or frequency
coded signals. The ‘‘effective bandwidth’’ of the state
switched transducer is a function of both the operational
characteristics of the transducer and the transmitted signal
and can be more than twice the frequency separation of the
two resonances.22 It is apparent from examination of Figs. 8,
9, 15, and 16 that the ‘‘effective bandwidth’’ is larger than
the frequency separation of the two resonances.

The simulated response of a state switched acoustic
transducer with a switchable spring that can be infinitely
adjusted to change the resonance state between 800 and 1000
Hz is compared with simulations of two high Q~525! trans-
ducers in Fig. 19. The first high Q transducer has a damped
natural frequency of 800 Hz while the second high Q trans-
ducer has a damped natural frequency of 1000 Hz in Fig. 19.

FIG. 17. Modeling of the state switched acoustic transducer in the state
switching mode and with both the switchable spring and the driver stack
being driven with low dielectric losses.~a! Transmitting voltage response;
~b! efficiency.

FIG. 18. Modeling of the state switched acoustic transducer in the state
switching mode and with both the switchable spring and the driver stack
being driven with higher dielectric losses.~a! Transmitting voltage response;
~b! efficiency.
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The source levels are referenced to the peak response of the
state switched transducer at 1000 Hz. Below 800 Hz, the
state switched transducer’s response is that of a high Q
~525! transducer with a resonance at 800 Hz. Above 1000
Hz, the state switched transducer’s response corresponds to a
high Q ~525! transducer that is resonant at 1000 Hz. Be-
tween 800 and 1000 Hz, the state switched transducer’s re-
sponse is that of a transducer which is resonant at the chosen
frequency since the switchable spring is assumed to be infi-
nitely adjustable such that the transducer’s resonance can be
switched to any frequency between 800 and 1000 Hz. By
maintaining the response at resonance between 800 and 1000
Hz, the state switched transducer’s source level is maximized
over that bandwidth making it particularly useful for
frequency-modulated sonar. Outside the state switching re-
gion, the amplitude decreases due to the high Q of the reso-
nance. The state switched transducer has a bandwidth of
228.4 Hz between the half-power points of the response with
a peak response at 1000 Hz and an effective Q of 4.4.

The bandwidth of a typical high Q transducer without

the advantage of state switching is substantially lower as
seen in Fig. 19. For a transducer with a Q of 25 and a
damped natural resonance at 800 Hz, the bandwidth between
half-power points is 32 Hz as shown in Fig. 19. Changing the
damped natural frequency to 1000 Hz produces a bandwidth
of 40 Hz.

A frequency modulated signal could be transmitted with
a state switched transducer utilizing the state switched band-
width by simply changing the drive frequency and the reso-
nance frequency of the transducer accordingly. With the in-
finitely adjustable switchable spring of the simulated
transducer in Fig. 19, the resonance frequency and the drive
frequency would always be the same. However, the state
switched transducer shown in Fig. 5 did not have an infi-
nitely adjustable switchable spring but rather had 11 distinct
resonance states. By simulating the response of a state
switched transducer with 11 distinct resonance states equally
spaced over the frequency range from 800 to 1000 Hz at
each resonance state, a maximum source level can be deter-
mined and is shown in Fig. 20. Each resonance state of the
state switched transducer has a frequency range where it ex-
hibits the maximum response. When the driving frequency of
a frequency modulated signal is within a particular resonance
state’s frequency range, the transducer is set to that particular
resonance. The source level decreases slightly when the
drive frequency is different from the resonance frequency,
but not substantially. A high source level is maintained
throughout the state switching frequency range due to the
resonance operation. Further segmentation of the switchable
spring or utilizing unequal segments would increase the
number of resonance states and more closely approximate an
infinitely adjustable switchable spring.

VI. CONCLUSIONS

The ability to switch between discrete frequencies over a
large bandwidth while maintaining high source levels and
efficiencies makes the state switched transducer useful for
active sonar systems, underwater research, and communica-
tion systems. Application of the state switching concept to an
acoustic transducer makes operation possible at resonance
for maximum efficiency while the operating bandwidth is
determined by the magnitude of the frequency change be-
tween the distinct resonance states. A state switched trans-
ducer with two discrete resonance frequencies could transmit
coded and pseudorandom signals quite easily; segmentation
of the switchable spring increases the number of resonance
states making it possible to produce the chirp signals com-
monly used in active sonar systems.

By incorporating the state switching concept into a high
Q transducer, the advantages of the high Q resonance~large
displacements, large forces, and high efficiency! are retained
while the slow response time and narrow bandwidth of a
high Q resonant source are avoided. Thus state switching
provides the means of incorporating high power and broad-
band operation at low frequencies in an underwater trans-
ducer. Switching between signaling frequencies can be ac-
complished with a state switched transducer without the

FIG. 19. Simulations of state switched transducer and typical high Q~525!
transducers~state switching between 800 and 1000 Hz with a Q of 25!.

FIG. 20. Maximum source level for frequency modulated signal generation
with a state switched transducer with 11 distinct resonant states.
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transient effects observed in the response of a high Q trans-
ducer being driven by the same coded signal.22 Further, the
increased bandwidth and signal level improve the accuracy
of arrival time measurements4 for range determination.

The control of the electrical boundary condition of the
piezoelectric elements of the switchable spring provides an
efficient and straightforward method of changing the reso-
nance of the state switched acoustic transducer by more than
25% ~potentially up to 51% for PZT-5H!. While the demon-
strated state switched transducer is a tonpilz transducer
which uses a stack of piezoelectric tubes as the switchable
spring, other configurations are possible. Presently, designs
involving displacement amplification are being considered in
order to lower the resonance frequencies and increase the
source level for a given size source. Other materials such as
Terfenol-D®41 or single crystal relaxors42 may be used as the
active material of the switchable spring. With coupling as
high as 0.75, Terfenol-D has the potential to produce a 51%
change in resonance frequency. Single crystal relaxors could
increase the resonance frequency by 190% due to coupling
as high as 0.938.
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The fine atomization of liquids by means of low-frequency ultrasonic atomizers~about 50 kHz!
results from unstable surface waves generated on the free surface of a thin liquid film. This
thin liquid film develops as the liquid spreads fast over the atomizing surface of the atomizer.
The displacement amplitude of the atomizing surface must be greater than 2mm to initiate
the atomization process. This may be achieved using a displacement amplitude transformer.
The present study focuses on an analytical analysis of the longitudinal oscillations stimulated by the
piezoelectric elements in a stepped horn which operates as an amplitude transformer. A sizing
method of the stepped horn is established and experimentally tested. The influence of the materials’
mechanical damping on the displacement amplitude of the atomizing surface is investigated.
The comparison between theoretical and experimental results allows the determination of the
internal damping coefficient. ©1998 Acoustical Society of America.@S0001-4966~98!01103-5#

PACS numbers: 43.38.Ar, 43.35.Yb, 43.35.Zc@SLE#

LIST OF SYMBOLS

a displacement amplitude of the atomizing surface per
unit applied voltage

A1 cross-sectional area of the backing piece
A2 cross-sectional area of the piezoelectric element

(A25A2.15A2.2)
A3 cross-sectional area of the front part of the stepped

horn
A4 cross-sectional area of the atomizing surface
b thickness of the piezoelectric element
Cm

E elastic stiffness under conditions of constant electric
field

di inside diameter of the piezoelectric element
d0 outside diameter of the piezoelectric element
d1 diameter of the backing piece (d15d0)
d2 diameter of the atomizing surface
Dm electric displacement
e piezoelectric coefficient
Em electric field
Eym Young’s modulus
f working frequency
j complex number (j 5A21)
km wave number
l 1 length of the backing piece
l 2 ,l 3 lengths of the parts of stepped horn
Qm mechanical quality factor
r m internal mechanical damping
S strain (S5]j/]x)
t time

vm velocity of the propagation of the acoustic waves
Vm electric potential
V0 amplitude of the electric potential
Zm acoustic impedance
mm internal mechanical damping coefficient
«s electric permittivity under conditions of constant

strain
l3 wavelength in the stepped horn
j displacement
r density
s,sm normal stress
v angular frequency

Subscripts

1 pertaining to the backing piece
2.1, 2.2 pertaining to the piezoelectric elements
3, 4 pertaining to the stepped horn

Superscripts

E related to constant electric field
S related to constant strain
m related to part of the transducer~m51, 2.1, 2.2, 3,

and 4!
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INTRODUCTION

Low-frequency ultrasonic atomizers which are used
most often consist of two identical piezoelectric elements
sandwiched between a support and a stepped horn, the latter
operating as a displacement amplitude transformer. The
stepped horn is usually made of materials having a good
resistance to fatigue, like magnesium, aluminum, or titanium
alloys. Its free end forms the atomization surface.

Many authors have studied the vibrations of piezoelec-
tric elements exhibiting various geometrical shapes such as
rectangle, disk, and ring in order to get sufficient insight into
their physical behavior.1–3 Several versions of amplitude
transformers like stepped horn, exponential horn, and conical
horn also have been analyzed theoretically and
experimentally.4,5 It results that the stepped horns are suited
for high displacement amplification, while piezoelectric ele-
ments which are ring shaped make easy the assembling of
the transducers.

Unfortunately, very little work has been carried out on
the whole system, which includes the support, the piezoelec-
tric elements, and the amplitude transformer all together. The
main reference in this respect is the theoretical study based
on the electrical equivalent circuit of the transducer, which
has been published by Bangviwatet al.6 This study shows
how to design a stepped horn aimed at maximizing the
power delivery to a given load impedance. As suggested by
the authors, this work could be interesting in design of ultra-
sonic probes like those which are used in some medical and
welding applications.5 In the field of liquid atomization, it
would be helpful in determining the size of transducers ap-
propriate for the atomization techniques based on focused
acoustic beams. In this case, a high acoustic energy is ap-
plied to the liquid free surface in order to tear it. This leads to
a rough liquid atomization, described as ‘‘a volcano’’ con-
sisting of droplets of random sizes.7 Focused acoustic energy
may also be used to generate single droplets of controlled
diameter and velocity.

The aim of the present work is to perform an analytical
modeling of the behavior of transducers used in fine liquid
atomization. Droplet formation is a consequence of the
growth of surface waves generated on the free surface of a
thin liquid film that develops as the liquid spreads over the
atomizing surface. In other words, the droplets are produced
from the peeling of the liquid/air interface. The resultant
spray is characterized by a low inertia of the droplets and an
uniform droplet diameter.8 A procedure for the determination
of the stepped horn dimensions leading to displacement am-
plitude of the atomizing surface needed to initiate such at-
omization process is presented. This displacement amplitude
must be greater than 2mm. The load on the atomizing sur-
face is neglected as the liquid film, which is formed during
the atomization process, remains very thin. The validity of
the sizing method established is studied. Actual values of the
displacement amplitude of the atomizing surface are ob-
tained by means of an interferometric measurement tech-
nique. Finally, the influence of the internal mechanical
damping on the displacement amplitude is shown.

I. FORMULATION OF THE PROBLEM

We are interested in the propagation of longitudinal os-
cillations through the transducer shown in Fig. 1.l 1 repre-
sents the length of the backing piece~1!, l 2 and l 3 are the
lengths of the amplitude transformer parts~3 and 4!, andd2

is the outer diameter of the atomizing surface which can be
varied according to the needed liquid flow rate. The liquid is
supplied to the atomizing surface through hole 5. Acoustic
waves are produced by two piezoelectric ceramic elements
~2.1 and 2.2! whose thicknessb and diameterd1 are fixed by
the manufacturer. Both the backing piece and the amplitude
transformer are assumed to be made of isotropic materials
and the physical properties uniformly distributed.

A. Equation of waves

The equations of plane waves in thex direction are de-
rived from the linear momentum balance equations. Neglect-
ing the body force, we have:

]s

]x
5r

]2j

]t2 , ~1!

wheres denotes the normal stress,r the density,j the dis-
placement, andt the time. The stresss is given by the con-
stitutive equations.

1. Constitutive equations

We distinguish the piezoelectric elements, typically an-
isotropic and exhibiting interactive mechanical and electrical
effects, from the support and the amplitude transformer
which are made of isotropic materials whose electrical ef-
fects can be neglected.

In general, the following constitutive equations charac-
terize the piezoelectric materials.

sm5Cm
E ]jm

]x
1r m

]2jm

]t]x
2eEm , ~2!

Dm5e
]jm

]x
1esEm , ~3!

where m51,2.1,2.2,3,4.Cm
E represents the elastic stiffness

under conditions of constant electric field (E), r m the inter-
nal mechanical damping,e the piezoelectric coefficient,Em

the electric field,Dm the electric displacement, and«s the
electric permittivity under conditions of constant strain (S
5]j/]x). The subscriptm refers to the transducer parts as
described in Fig. 1. The electric field derives from the elec-
tric potentialVm(x,t):

FIG. 1. Geometrical configuration of the transducer.
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Em52
]Vm

]x
, ~4!

and the electric displacement satisfies the electrostatic equa-
tion for an insulator:

]Dm

]x
50. ~5!

Equation~2! can also be used as constitutive equations for
isotropic materials, if all the electric characteristics such as
e, «s, andEm are put equal to zero. In this case, the elastic
stiffnessCm

E represents Young’s modulus. In the following, it
is expressed byEym .

2. Equation of longitudinal waves

Introducing Eq.~2! in Eq. ~1! while taking Eq.~3! into
account, we get the following equation for the propagation of
longitudinal waves:

rm

]2jm

]t2 5Cm
D ]2jm

]x2 1r m

]3jm

]t]x2 , ~6!

where

Cm
D5Cm

E1
e2

«S .

The solution of Eq.~6! leads to the displacementjm(x,t)
which makes it possible to calculate both the electric field
Em(x,t) and the electric potentialVm(x,t). This solution
must satisfy the mechanical boundary conditions as well as
the electric ones.

B. Boundary conditions

The piezoelectric elements are supplied with voltage at
their interface (x50). They are polarized in opposite direc-
tions and we assume that their interface constitutes a nodal
plane.

1. Mechanical boundary conditions

We express conditions at the free ends and at the cross-
sectional areas located between the different transducer
parts:

At x52~b1 l 1!: s150, ~7!

At x52b: j15j2.1 and A1s15A2s2.1, ~8!

whereA1 andA2 denote the cross-sectional areas of the plain
backing piece and the piezoelectric elements which would be
annular (A25A2.15A2.2):

At x50: j2.150, ~9!

j2.250, ~10!

At x5b: j2.25j3 and A2s2.25A3s3 . ~11!

A3 represents the cross-sectional area of part~3!:

At x5b1 l 2 : j35j4 and A3s35A4s4 . ~12!

A4 is the cross-sectional area of the amplitude transformer
free end:

At x5b1 l 21 l 3 : s450. ~13!

2. Electrical boundary conditions

A voltage (V0ej vt) is applied across the circular sur-
faces of the piezoelectric elements as shown in Fig. 1. Then,
the boundary conditions can be written in the following way:

V2.1~0,t !2V2.1~2b,t !5V0ej vt, ~14!

V2.2~0,t !2V2.2~b,t !5V0ej vt. ~15!

II. DISPLACEMENT AMPLITUDE

The displacement amplitude expression is obtained from
the solution of equation Eq.~6!. This solution must satisfy
the boundary conditions given by Eq.~7! up to Eq.~15!. We
use a method based on the separation of variables. It follows:

jm~x,t !5Jm~x! f m~ t !. ~16!

As we are interested in the forced motion due to the voltage
(V0ej vt) applied to the piezoelectric elements, the time de-
pendence of the motion in the whole transducer can be an-
ticipated as:

f m~ t !5ej vt. ~17!

Substituting Eq.~16! and Eq.~17! into Eq. ~6! leads to

d2Jm

dx2 1km
2 Jm50, ~18!

where

km
2 5

v2rm

Cm
D1 j vr m

.

The constantkm represents a complex wave number.
The general solution of Eq.~18! can be written as fol-

lows:

Jm~x!5B1mejkmx1B2me2 jkmx. ~19!

The constantsB1m andB2m have to be determined using the
boundary conditions. This solution allows us to get explicit
expressions of the electric fieldEm(x,t) and the electric po-
tential Vm(x,t). Assuming that

Em~x,t !5E1m~x!ej vt

~20!
Vm~x,t !5V1m~x!ej vt,

the following expression can be derived from Eq.~3! and Eq.
~5!:

E1m~x!5 jkm

e

«S ~2B1mejkmx1B2me2 jkmx!1B0m ,

~21!

where the integration constantsB0m still have to be deter-
mined. On the other hand, Eq.~4! and Eq.~21! lead to the
expression ofV1m(x). We get:

V1m~x!5
e

«S ~B1mejkmx1B2me2 jkmx!2B0mx1C0m .

~22!

The C0m are new integration constants.
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A. Explicit displacement amplitude expression

We have to calculate the constants which appear in Eq.
~19! and Eq.~22! taking into account the boundary condi-
tions expressed by Eqs.~7!–~15!. As the transducer is fixed
at the planex50, its left and right parts referring to this
nodal plane are treated separately. For the sake of clarity, the
left part will be called the first principal part and the right
part the second principal part.

1. First principal part

The first principal part is composed of the support~1!,
where the displacement amplitude is represented byJ1(x),
and the first piezoelectric element~2.1!, where the displace-
ment amplitude isJ2.1(x). The constants which must be
calculated are:B11, B2.1, B12.1, B22.1, and B02.1. This re-
quires use of the mechanical boundary conditions given by
Eqs.~7!–~9! and the electrical boundary condition described
by Eq. ~14!. Results of the calculation are

J1~x!5
2V0

den 1
cosk1~ l 1* 1x! ~23!

J2.1~x!5
V0

den 1 sink2b
cosk1l 1 sin k2x, ~24!

where

den 152
vbZ2Kb

e S RZ

Kb
sin k1l 11cosk1l 1D

k25k2.15k2.2, r 25r 2.15r 2.2,

l 1* 5b1 l 1 , c15EY11 j vr 1 ,

c25C2
D1 j vr 2 , RZ5

Z1A1

Z2A2
,

Kb5
e2

vb«SZ2
2

cosk2b

sin k2b
.

Z1 and Z2 denote the specific acoustic impedance of the
backing piece and the piezoelectric elements, respectively.
The specific acoustic impedanceZm is defined as follows:

Zm5rmvm , ~25!

where vm is the propagation velocity of the elastic wave.
According to our notations, we have

Zm5rmvm5Armcm; cm5Cm
D1 j vr m . ~26!

2. Second principal part

The second principal part is composed of the second
piezoelectric element~2.2!, where the displacement ampli-
tude is J2.2(x), and the two parts of the amplitude trans-
former ~3! and ~4!, where the displacement amplitudes are
J3(x) andJ4(x), respectively. The constants:B12.2, B22.2,
B13, B23, B14, B24, andB02.2 have to be determined using
the mechanical boundary conditions given by Eq.~10! up to
Eq. ~13! and the electrical boundary condition expressed by
Eq. ~15!. Calculation leads to the following expressions:

J2.2~x!5
2V0

den 2 sink2b S cosk3l 3 cosk3l 2

2
A4

A3
sin k3l 3 sin k3l 2D sin k2x ~27!

J3~x!5
V0

den 2S A4

A3
sin k3l 3 sin k3~ l 2* 2x!

2cosk3l 3 cosk3~ l 2* 2x! ~28!

J4~x!5
2V0

den 2
cosk3~ l 3* 2x!, ~29!

where

den 25
vbZ2

e F ~RZSsin k3l 21Kb cosk3l 2!cosk3l 3

1
A4

A3
~RZScosk3l 22Kb sin k3l 2!sin k3l 3G

l 2* 5b1 l 2 , l 3* 5b1 l 21 l 3 ,

RZS5
Z3A3

Z2A2
, Z35Z4 .

III. TRANSDUCER DIMENSIONS

We would like to calculate the lengthsl 1 , l 2 , and l 3

which optimize the performance of transducers, used as low-
frequency ultrasonic atomizers, for any given value of
(A4 /A3) or (d2 /d1). We first deal with the case of ideal
materials (r m50). The influence of internal mechanical
damping will be analyzed later.

A. The backing piece length: l 1

The backing piece is needed to ensure good mechanical
contact between the piezoelectric elements and the amplitude
transformer. It must allow a sufficient torque which is about
7 Nm. For an optimized transducer, the displacement ampli-
tude of the free end of the backing piece has to remain quite
small in order to reduce vibrational energy losses.

The displacement amplitudeJ1(x) of the backing piece
free end (x52 l 1* ) is deduced from Eq.~23! as follows:

J1~2 l 1* !5
eV0

vbZ2KbS RZ

Kb
sin k1l 11cosk1l 1D . ~30!

The value ofl 1 is calculated by maximizing the function:

c1~ l 1!5
RZ

Kb
sin k1l 11cosk1l 1, ~31!

when the working frequency (y52pv) and the physical
properties of the materials like the specific acoustic imped-
ance and the density are known. Asc1( l 1) represents a pe-
riodic function, we would choose the smallest favorable
value of l 1 which provides good mechanical resistance.
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B. Amplitude transformer length: l 2 and l 3

A well-designed amplitude transformer is required for
getting optimized displacement amplitudeJ4(x) of the at-
omizing surface (x5 l 3* ), the areaA4 of this latter being
large enough to atomize the desired mass flow rate. The dis-
placement amplitude is expressed from Eq.~29! as follows:

J4~ l 3* !5
2V0

den 2
. ~32!

Values of l 2 and l 3 which optimizeJ4( l 3* ) result from the
roots of den 2:

~RZSsin k3l 21Kb cosk3l 2!cosk3l 3

1
A4

A3
~RZScosk3l 22Kb sin k3l 2!sin k3l 350, ~33!

where the values of the parametersRZS, Kb , k2 , andk3 ,
which depend on the working frequency and the physical
properties of the materials, are known. In other words, the
optimal dimensions of the amplitude transformer are calcu-
lated at the resonance of the transducer. Thus the fixed fre-
quency represents the resonance frequency.

C. Application

To illustrate the theory developed above, we detail an
example of determining sizes of an ultrasonic atomizer~l 1 ,
l 2 , and l 3! intended to operate at 50 kHz. The piezoelectric
elements used are ring shaped and made of polycrystalline
ceramic. Their thicknessb, outside diameterd0 , and inside
diameterdi , as well as their mechanical and electrical prop-
erties, are

b53 mm, d0515 mm, di56 mm,

r257700
kg

m3, C2
E565.36•109

N

m2, ~34!

e517.65
C

m2, eS561.85•10210
C2

Nm2.

Both the backing piece and the amplitude transformer are
made of aluminum alloy. Their density and Young’s modu-
lus are

r15r35r452710
kg

m3, Ey15Ey35Ey4569•109
N

m2.

~35!

Different values of the area ratioA4 /A3 can be tested, vary-
ing the atomizing surface diameterd2 .

The appropriate values of the lengthl 1 are those which
maximize the function c1( l 1) @see Eq. ~31!, where
uRZ/Kbu50.24#. From a purely mathematical point of view,
the smallest value ofl 1 which maximizesc1( l 1) is zero.
However, technological constraints make the backing piece
essential to apply the right amount of press stress, when as-
sembling the ultrasonic atomizer. Consequently, the value of
the lengthl 1 should be determined in such a way that the
function c1( l 1) deviates only slightly from its maximum
value which is equal to 1. In this example,c1( l 1).0.8 when

l 1,0.01 m. The lengthl 1 should be ranging froml 1c to 0.01
m, wherel 1c represents the critical needed length.

The possible values of the lengthsl 2 and l 3 are deter-
mined from Eq. ~33!. Because periodic functions are in-
volved, an infinite number of solutions is expected. Figure 2
shows the roots (l 2 ,l 3) of Eq. ~33!. It can be easily seen that
the basic roots are located between 0 andl3/2 for both l 2

and l 3 . For the sake of clarity, they will be written as
( l 2b ,l 3b). Then, the infinite solutions of Eq.~33! are ~l 2b

1al3/2, l 3b1bl3/2!, wherea andb are any integer.l3 is
the wavelength of acoustic waves in the stepped horn. Each
couple of lengths defines a stepped horn of an ultrasonic
atomizer whose resonance frequency is equal to 50 kHz
without loading. Examples of calculated values are shown in
Table I. They represent the lengthsl 2 andl 3 of stepped horns
involved in ultrasonic atomizers operating at 30, 40, 50, and
60 kHz, respectively. These atomizers have been experimen-
tally tested as will be seen later. Periodic solutions have also
been found by Bangviwatet al.6 for stepped horns designed
in order to get maximum power delivery to a given load.
However, their solutions are different from ours. For ex-
ample, they found values ofl 2 and l 3 which are located on
curves containing the point~l 25l3/4, l 35l3/4! which leads
to a stepped horn, the two parts of which are one-quarter
wavelength long. These values do not occur in our solutions,
and experimental investigation performed using ultrasonic
atomizers provided with such stepped horns did not show

FIG. 2. Optimized values of the amplitude transformer length.

TABLE I. Amplitude transformer sizes: theoretical values (A4 /A350.16).

Amplitude transformer Resonance frequency

l 2 ~mm! l 3 ~mm! f ~kHz!

2.6 20.6 60
3.2 24.7 50
3.0 31.1 40
4.0 41.5 30
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any liquid atomization, in our working conditions. We can
thus conclude that the sizing method established by Bangvi-
wat et al. is not appropriate for low-frequency ultrasonic at-
omizers.

D. Effects of the internal mechanical damping

When the internal mechanical damping is taken into ac-
count, the wavelengthkm represents complex quantities
given by

km5S rmv2

Cm
D1 j vr m

D 1/2

. ~36!

Several authors, among whom are Bishop and Johnson,9 in-
troduce a nondimensional quantitym to describe the effects
of the internal damping. This coefficient is defined as

m5
1

Q
, ~37!

whereQ is the mechanical quality factor.m represents the
ratio between the energy dissipated per cycle and the maxi-
mum kinetic energy. The use ofm leads to the following
modifications of Eq.~36!:

km5S rmv2

Cm
D~11 j mm! D

1/2

. ~38!

Thus

mm5
vr m

Cm
D . ~39!

We did not find anywhere in the literature experimental data
over the internal mechanical damping propertiesmm or r m of
the materials in transducers operating at ultrasonic frequen-
cies, except the piezoelectric ceramic elements (m251/Q
51/750). Frequencies less than 1 kHz have only been inves-
tigated. As a consequence, our approach will be limited to a
sensitivity analysis.

We start from the explicit expression of the atomizing
surface displacementj4( l 3* ,t) derived from Eqs.~16!, ~17!,
and~29!. For the sake of clarity, we write this expression in
the following concise form, where all the parameters are as-
sumed to be known expectedm3 :

j4~ l 3* ,t !5
V0ej vt

h11 j h2
, ~40!

where h15h1( l 2 ,l 3 , f ,m3) and h25h2( l 2 ,l 3 , f ,m3). This
equation can be rewritten as follows:

j4~ l 3* ,t !5h0V0ej ~vt2z!, ~41!

where

h05~h1
21h2

2!1/2 and z5arctanS h2

h1
D .

Equation~41! leads to the following function from which the
effects of the internal mechanical damping are studied:

J4~ l 3* !5h0V0e2 j z. ~42!

Figure 3 shows the variation of the displacement amplitude
a5uJ4( l 3* )u/V0 when the working frequency oscillates
around the transducer resonance frequency. The lengths ofl 2

and l 3 have been fixed at 2.6 and 19.9 mm, respectively.
One can notice that the displacement amplitude of the

atomizing surface is almost equal to zero far from the reso-
nance frequency. A slight increase of the internal mechanical
damping coefficient leads to a notable reduction of this dis-
placement amplitude. However, its highest value remains lo-
cated at the same value of the frequency~about 60 kHz!
which represents the resonance frequency of the atomizer
tested. Similar behaviors have been observed for various val-
ues of the lengthsl 2 and l 3 . Thus it can be concluded that
the mechanical dampingm3 does not change the resonance

TABLE II. Amplitude transformer: experimental data (A4 /A350.16).

Amplitude transformer
actual dimensions

Resonance
frequency:
measured

Resonance
frequency:
calculated

Displacement
amplitude Electric voltage

l 2 ~mm! l 3 ~mm! f ~kHz! f ~kHz! J4 ~mm! V0 ~V!

2.6 19.8 59.3 62.2 4.97 41.7
3.2 24.1 50.3 51.3 4.20 61.1
3.0 30.0 42.1 41.4 2.78 41.2
4.0 40.2 32.3 31.0 1.46 41.5

FIG. 3. Effects of the internal mechanical damping on the displacement
amplitude.
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frequency of a ultrasonic transducer. It is not necessary to
take into account the mechanical damping of materials in
designing of ultrasonic transducers.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

Experimental investigations have been done in order to
locate and to measure the largest value of the atomizing sur-
face displacement amplitude as well as the corresponding
working frequency, called the resonance frequency. A laser
interferometric technique is used to determine the amplitude
displacement of the atomizing surface. The experimental
setup is based on a Michelson interferometer using an He-Ne
laser. The interference fringes are detected by a fast PIN
photodiode~13 DSI 001 Mlles Griot! and stored by a digital
oscilloscope~Lecroy 9310 A!.

The design values of the resonance frequencies as well
as the dimensionsl 2 andl 3 are mentioned in Table II. Actual
values ofl 3 appear to be slightly smaller~see Table I! be-
cause of successive attempts to reach the best possible mirror
quality of the atomizing surface needed for measurements.
Consequently, the resonance frequency increases as shown
by both the measured values and the calculated ones. The
difference shown by the measured resonance frequency
value of the first transducer is due to our experimental equip-
ment, which did not allow accurate measurements of rela-
tively high displacement amplitudes. Globally, the experi-

mental results are in a satisfactory agreement with the
theoretical ones.

Figure 4 shows the variation of the displacement ampli-
tudea5uJ4( l 3* )u/V0 as a function of the frequency when the
experimental value of the resonance frequency is equal to
50.3 kHz. The theoretical curve fits reasonably well the ex-
perimental points for values of the mechanical damping
aroundm350.0055. For a resonance frequency equal to 42.1
kHz, the damping was found to be aroundm350.005.

Experimental data found for aluminum, in the literature,
correspond to internal mechanical values between 1024 and
1022 at 1 kHz.

V. CONCLUSIONS

A theoretical and experimental analysis of the longitudi-
nal oscillations in ultrasonic transducers used as low-
frequency ultrasonic atomizers is reported. A sizing method
has been established and theoretical design has been experi-
mentally tested. This method has been successfully applied
in designing ultrasonic atomizers which are being used in our
laboratory.10 The theory developed in this work could be
used in determining the sizes of transducers involved in dif-
ferent applications like ultrasonic piezomotors. It would also
be helpful to fill the lack of experimental data on the internal
mechanical damping of materials when ultrasonic frequen-
cies are concerned, comparing theoretical values of the dis-
placement amplitude of the stepped horn free end to the mea-
surements.
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for hydrophone applications: An effective medium approach

Marco Avellaneda
Courant Institute of Mathematical Sciences, New York University, 251 Mercer Street, New York,
New York 10012

Pieter J. Swart
Theoretical Division, MS-B284, Los Alamos National Laboratory, Los Alamos, New Mexico 87545

~Received 2 July 1994; revised 14 November 1996; accepted 29 January 1997!

A new method is presented for evaluating the performance of 1–3 polymer/piezoelectric ceramic
composites for hydrophone applications. The Poisson’s ratio effect, i.e., the enhancement of the
hydrostatic performance which can be achieved by mixing piezoelectric ceramics with polymers, is
studied in detail. Using an ‘‘effective medium’’ approach, algebraic expressions are derived for the
composite hydrostatic charge coefficientdh , the hydrostatic figure of meritdhgh , and the
hydrostatic electromechanical coupling coefficientkh in terms of the properties of the constituent
materials, the ceramic volume fraction, and a microstructural parameterp. The high contrast in
stiffness and dielectric constants existing between the two phases can be exploited to derive simple,
geometry-independent approximations which explain quantitatively the Poisson’s ratio effect. It is
demonstrated that the stiffness and the Poisson’s ratio of the polymer matrix play a crucial role in
enhancing hydrophone performance. Using a differential scheme to model the parameterp, we
evaluatedh , dhgh , and kh for polymer/piezoelectric ceramic systems at varying compositions.
Several examples involving Pb (Zr, Ti)O3 and (Pb,Ca)TiO3 piezoelectric ceramics are given to
illustrate the theory. ©1998 Acoustical Society of America.@S0001-4966~97!00506-7#

PACS numbers: 43.38.Fx, 43.30.Yj, 77.84.Lf, 77.65.Bn@SLE#

LIST OF SYMBOLS

f volume fraction of ceramic
p microstructural parameter
q microstructural parameter
dh hydrostatic charge coefficient
gh hydrostatic voltage coefficient
kh hydrostatic electromechanical coupling

coefficient
k transverse~planar! bulk modulus
m transverse~planar! shear modulus
n Poisson’s ratio
f porosity
d piezoelectric strain tensor
eT free permittivity tensor

eS clamped permittivity tensor
bT free impermittivity tensor
e piezoelectric stress tensor
g piezoelectric voltage tensor
u displacement
sE elastic compliance tensor under

short-circuit boundary conditions
cE elastic stiffness tensor under short-circuit

boundary conditions
D dielectric displacement
E electric field
S strain tensor
T stress tensor

INTRODUCTION

Piezoelectric transducers have been used for several
years as sensors and transmitters of acoustic signals. Quartz
was used in the first piezoelectric transducer—in the form of
a steel-quartz sandwich—invented by P. Langevin in 1917.1

Following the discovery in the 1940s of perovskite piezo-
electrics with very large electromechanical coupling
(k> 50%– 80%), poled piezoelectric ceramics such as
barium titanate (BaTiO3), lead zirconate-titanate
@Pb(Zr,Ti)O3 or PZT ~Trademark of Vernitron, Inc.!#, and
calcium-modified lead-titanate@(Pb,Ca)TiO3# have become
the most commonly used transducer materials.2 The principal
applications of piezoelectric transducers are in ultrasound

medical imaging, nondestructive testing and underwater
acoustics, where they are used for tracking vessels, finding
fish, and for deep-sea seismology~see the review in Ref. 3!.
Low-frequency receivers for underwater acoustics are known
as hydrophones.

This paper studies an important class of composite
piezoelectric materials for hydrophone applications. The
composite material consists of an array of parallel piezoelec-
tric ceramic rods embedded in a polymer matrix as shown in
Fig. 1. The overall shape is that of a disk with axis aligned
with the rods which are poled in the longitudinal direction.
Under an incident acoustic field, the matrix transmits strain
to the ceramic rods. This strain is transformed into electrical
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polarization by the direct piezoelectric effect, producing a
voltage difference between the electrodes placed at the ex-
tremities of the disk. Conversely, the application of an alter-
nate current between the electrodes will give rise to an
acoustic field, by the converse piezoelectric effect. This
structure is generally referred to as a 1–3 composite, follow-
ing Newnham’s connectivity classification.4

The use of polymer/piezoelectric ceramic composites in
acoustic transducers is motivated by several reasons, includ-
ing design flexibility and the potential for good operating
conditions in a high-pressure environment. Moreover, given
the high density of piezoelectric ceramics, their impedance
matching with a medium such as water is poor. Combining
ceramic with a low-density material or introducing voids im-
proves the transmission of acoustic energy. Another reason,
which is the main focus of this paper, is sensitivity enhance-
ment. It has been shown that a suitably engineered polymer/
piezoelectric ceramic composite can have a much larger sen-
sitivity in the hydrostatic mode than a conventional device in
the same mode.5–8 Several studies were successful in ex-
plaining the observed enhancement of sensitivity in polymer/
piezoelectric ceramic 1–3 composites~cf. Haun and
Newnham,9 Chan and Unsworth,10 Smith and Auld,11

Smith3,12,13and Dunn and Taya14,15!.
In this paper we take the question further. We propose

an alternative method to characterize from first principles the
hydrostatic response of polymer/piezoelectric ceramic com-
posites in terms of the physical properties and the volume
fractions of the constituents.~A preliminary announcement
of some of these results was made in Ref. 16.! In the present
approach, the composite is treated as an equivalent homoge-
neous continuum or effective medium and its effective prop-
erties are computed from the effective response tensor. The
assumption that the material can be treated as an equivalent
homogeneous continuum will not apply to all 1–3 compos-
ites: it cannot handle structures having only a few ceramic
rods or large voids, which give rise to irregular field patterns.
However, if the composite is made of regularly distributed,
slender piezoelectric rods in a homogeneous matrix, then the
effective medium treatment should provide a good approxi-
mation to the actual material response. For these ‘‘macro-
scopically homogeneous’’ composites, the hydrostatic
charge coefficientdh , the hydrostatic figure of meritdhgh ,
and the hydrostatic electromechanical coupling coefficient

kh , are studied for several material systems/compositions.
We show that this treatment, which is much simpler than a
full-fledged finite-element calculation, is sufficiently accu-
rate to be used as a design tool for engineering 1–3 piezo-
electric composites.

For the reader’s convenience, we present a summary of
the main results and applications. In Sec. I, we calculate
formally the effective response tensor of a transversely iso-
tropic piezoelectric composite. We show that the relevant
constants for hydrostatic applications can be expressed alge-
braically in terms of the moduli of the constituents, the vol-
ume fractions, and a single ‘‘microstructural’’ parameterp.
This parameter is associated with the solution of a plane
elasticity problem for the transverse microgeometry. The
analysis follows the works of Hill,17 Schulgasser,18 and Ben-
veniste and Dvorak.19 In Sec. II, we derive explicit formulas
for the measures of hydrostatic performancedh , gh , dhgh ,
andkh of the composite.

We analyze these measures of hydrostatic performance
in Sec. III, exploiting the fact that piezoelectric ceramics are
about 20– 100 times stiffer and have dielectric constants
100– 1000 times larger than typical polymers. This large-
contrast analysis gives simple expressions for the quantities
of interest. To a large extent, this analysis is independent of
specific details of the microstructure~such as the shape of the
cross section of the rods! and of the precise value of the
unknown parameterp. The enhancement ofdh depends in a
crucial way on the Poisson’s ratio of the polymer matrix:
The dh coefficient for the composite will be larger than that
of the piezoelectric constituent~i.e., enhancement will occur!
if

n13
~m!,2

d13
~ i !

d33
~ i ! , ~1!

wheren13
(m) is the Poisson’s ratio of the matrix andd13

( i ) ,d33
( i )

are the piezoelectric charge coefficients of the piezoelectric
ceramic. We believe that this is an important result. It should
provide a useful criterion for selecting 1–3 composite mate-
rials for hydrophone applications. We also show that, when-
ever this criterion is satisfied, the maximum value ofdh oc-
curs at moderate volume fractions of piezoelectric ceramic,
in the range of 5 vol % to 20 vol %.~We use vol % to indi-
cate the volume fraction of the piezoelectric ceramic mate-
rial.! The enhancement in the hydrostatic figure of merit
dhgh is mainly due to the large dielectric contrast, as pointed
out earlier by Smith.13 Finally, we also show that, if~1!
holds, the effective hydrostatic electromechanical coupling
coefficientkh is of the same magnitude as the ceramickh in
the range of compositions wheredh reaches its peak value.
Therefore, composites made with a polymer matrix with low
enough Poisson’s ratio so that~1! holds, and with low vol-
ume fractions of ceramic, are potentially superior to homo-
geneous piezoelectric ceramics.

In Sec. IV we propose a method to evaluate the perfor-
mance of a given polymer/piezoelectric ceramic system by
modeling the parameterp. For this, we use a differential
effective medium~DEM! scheme. In Sec. V we use the DEM
to numerically characterize various polymer/piezoelectric ce-
ramic systems with PZT5A and calcium-modified lead-

FIG. 1. Schematic representation of a 1–3 piezoelectric composite made
from piezoelectric ceramic rods embedded in a polymer matrix.
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titanate rods. This analysis includes examples which satisfy
and do not satisfy the enhancement criterion.

Finally, we use our method to investigate two interesting
design issues: The use of porous polymer matrices as well as
the use of materials with negative Poisson’s ratio—also
known as auxetic materials—to enhance the Poisson’s ratio
effect. The latter class of fillers was originally proposed by
Smith12 for this purpose.

Our conclusions are given in Sec. VI.

I. EFFECTIVE MEDIUM THEORY FOR 1–3
PIEZOELECTRIC COMPOSITES

We state explicitly the assumptions on the composite
microstructure that are consistent with and necessary for an
effective-medium treatment of material properties. We shall
consider only perfectly bonded~in practice, interfaces may
be imperfect and this could affect the theoretical results!
composites for which the overall dimensions~thickness,
transverse width! are much larger than the typical rod thick-
ness (d) and the typical rod separations (a). The rods are
assumed to have uniform but otherwise arbitrarily shaped
cross section~rectangular, square, or circular rods are al-
lowed, but tapered rods, which break the cylindrical symme-
try, are not!. We assume the polymer matrix to be transver-
sally isotropic in its material properties, with axes aligned
with that of the rods.~The z or 3-coordinate is chosen to
coincide with the axis of rotational symmetry.! For simplic-
ity, we assume the array of rods to be either hexagonal or
random, so as to ensure transverse isotropy.~Lower symme-
try arrays, such as square arrays, can be treated in a similar
fashion at the expense of slightly more complicated algebra.!
The wavelengths of the incident acoustic/electric fields are
also assumed to be much longer thand anda. Under these
conditions, we can regard the composite as an ‘‘equivalent-
homogeneous’’ material, for which the various averaged
fields are related by effective, or macroscopic physical con-
stants. Notice that this precludes, for instance, composite
structures consisting of only a few rods or extrusions of size
comparable to the device itself, as well as short incident
wavelengths for which strong multiple-scattering and reso-
nances are expected. A 1–3 piezoelectric composite of di-
mensions 1–10 cm consisting of an epoxy matrix with PZT
rodlike inclusions witha>d on the order of 0.1–1 mm op-
erating in the 1–100 kHz regime in water and the 1–10 kHz
regime in air fits these assumptions well.

For low operating frequencies the acoustic and electric
fields are quasistatic, so the equations of linear elasticity and
Maxwell’s equations reduce to20

“•T50, S5 1
2„“u1~“u! t

…, ~2!

and

“•D50, “3E50, ~3!

where T5(Ti j ) is the stress tensor,S5(Si j ) is the strain
tensor,u5(ui) is the displacement@(“u) t denotes the trans-
pose of the displacement gradient#, D5(Di) is the dielectric
displacement andE5(Ei) is the electric field. We shall omit
throughout the dependence of the fields on frequency. The

constitutive relations satisfied by these fields in a linear pi-
ezoelectric material are

Si j 5si jkl
E Tkl1di jkEk ,

~4!
Di5dkliTkl1e ik

T Ek ,

where summation over repeated indices is implied.~These
relations should be taken in their adiabatic form for trans-
ducer applications.! In tensor notation, we have

F S

DG5FsE d

dt eTGFT

EG . ~5!

HeresE is the compliance tensor under short-circuit bound-
ary conditions,d is the piezoelectric strain tensor andeT is
the free permittivity tensor. Other equivalent forms of the
above constitutive relation that are convenient for our analy-
sis are

F T

DG5FcE 2e

et eS GF S

EG , ~6!

where cE is the short-circuit stiffness tensor,eS is the
clamped permittivity tensor,e5cEd is the piezoelectric
stress tensor, and

F S

EG5F sD g

2gt bTGF T

DG , ~7!

wheresD is the open-circuit compliance tensor,bT is the free
impermittivity tensor, andg5d(eT)21 is the piezoelectric
voltage tensor.~The notation used here and throughout the
paper follows the 1978 IEEE Standard.21! Note that~5! is a
symmetric relation, whereas~6! and ~7! are not.

In composite media, the tensors and fields in the consti-
tutive relations~5!, ~6!, and ~7! are spatially varying, i.e.,
depend on position, reflecting the heterogeneity at the ‘‘mi-
croscopic’’ level. The effective linear response tensor, or ten-
sor of effective properties, relates the corresponding aver-
aged fields. Accordingly, if̂ .& denotes averaging over a
volume large compared to the microstructure and small com-
pared to the macrostructure, we have

F ^S&

^D&
G5F seff

E deff

deff
t eeff

T G F ^T&

^E&
G . ~8!

Under the above assumptions of fine-scale structure and long
incident wavelengths, the effective tensor is independent of
the shape of the device. Thus, relation~8! can be regarded as
a constitutive relation which completely characterizes the ef-
fective electro-mechanical response of the composite. Im-
plicit in this treatment is the assumption that contributions
arising from variations of fields near the boundary of the
composite are irrelevant. This implies that the effective ten-
sorsseff

D , eeff
T , etc. corresponding to the alternative formula-

tions ~6!, ~7!, can be computed self-consistently from~8! as
if the material were homogeneous.

Evaluating the effective properties of composites is
mathematically nontrivial. Nevertheless, in the case of 1–3
piezoelectric composites with the ceramic poled in the direc-
tion of the rods, it can be shown that the effective constants
for hydrostatic applications can be expressed algebraically in
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terms of the properties of the two materials and an additional
microstructural parameter,p, which has a simple physical
interpretation. This parameter can be computed explicitly in
cases of interest and estimated in general due to the large
mismatch in elastic and dielectric properties in polymer/
piezoelectric ceramic composites.

Suppose that the composite material is subjected to an
applied transverse strain and electric field. Let^•& i denote
volume averaging over the inclusion phase~ceramic rods!,
and setSp5(S111S22)/A2. We define two microscopic pa-
rametersp andq, respectively, by

p5
^Sp& i

^Sp&
~9!

for ^S33&5^E3&50, and

q5
^S12& i

^S12&
~10!

for ^Sp&5^E3&50. Physically,p and q represent, respec-
tively, the mean transverse hydrostatic strain and the mean
transverse deviatoric strain in the inclusion phase, per unit
applied transverse pressure and shear.

We are in position to state the main result of this section.
For convenience, we use dyadic~Voigt! tensor notation cor-
responding to the relation~6!, viz. ~henceforth, we drop su-
perscripts for simplicity, writings[sE, c[cE, and e[eS

unless otherwise specified!

F T11

T22

T33

D3

G5F c11 c12 c13 2e13

c12 c11 c13 2e13

c13 c13 c33 2e33

e13 e13 e33 e33

GFS11

S22

S33

E3

G , ~11!

FTi3

Di
G5Fc15 2e15

e15 e11
GFSi3

Ei
G , i 51,2, ~12!

and

T125
1
2~c112c12!S12. ~13!

We use the superscriptsm, i , ande to denote, respectively,
the moduli of the matrix phase, the inclusion phase, and the
effective moduli. The transverse bulk and shear moduli
k5 1

2(c111c12) and m5 1
2(c112c12) are used as well. The

volume fraction of the inclusion phase is denoted byf . In
this notation, the effective moduli of a 1–3 piezoelectric
composite relevant for hydrostatic performance are given by:

k~e!5k~m!1 f p~k~ i !2k~m!!, ~14a!

m~e!5m~m!1 f q~m~ i !2m~m!!, ~14b!

c13
~e!5c13

~m!1 f p~c13
~ i !2c13

~m!!, ~14c!

e13
~e!5e13

~m!1 f p~e13
~ i !2e13

~m!!, ~14d!

c33
~e!5c33

~m!1 f H 11~p21!
~c13

~ i !2c13
~m!!2

~k~ i !2k~m!!~c33
~ i !2c33

~m!! J
3~c33

~ i !2c33
~m!!, ~14e!

e33
~e!5e33

~m!1 f H 11~p21!
~c13

~ i !2c13
~m!!~e13

~ i !2e13
~m!!

~k~ i !2k~m!!~e33
~ i !2e33

~m!! J
3~e33

~ i !2e33
~m!!, ~14f!

e33
~e!5e33

~m!1 f H 12~p21!
~e13

~ i !2e13
~m!!2

~k~ i !2k~m!!~e33
~ i !2e33

~m!! J
3~e33

~ i !2e33
~m!!. ~14g!

This representation is consistent with the uniform field
theory initiated by Hill17 for the elastic case and established
for general piezoelectric composites by Benveniste and
Dvorak.19 A short proof of this theorem is provided in the
Appendix for the sake of completeness. Note that this result
characterizes all effective moduli, except fore11

(e) , e15
(e), and

c15
(e) . Since we are concerned only with hydrostatic applica-

tions, we will not discuss these moduli in this paper, and we
refer the reader to Schulgasser18 and Benveniste and
Dvorak19 for an analysis of these effective parameters.

II. HYDROSTATIC PERFORMANCE OF 1–3
PIEZOELECTRIC COMPOSITES

For hydrostatic applications, we are interested in the av-
erage axial dielectric displacement^D3& arising from an ap-
plied hydrostatic compression such that^Ti j &5Td i j , i , j
51,2,3. The hydrostatic charge coefficientdh is defined by

dh5^D3&/T. ~15!

In the case of a homogeneous piezoelectric ceramic poled in
the 3-direction, we have

dh52d131d33. ~16!

For PZT, BaTiO3, and other commonly used piezoelectric
ceramics, the axial and transverse piezoelectric coefficients
d13 and d33 have opposite signs~lateral and axial compres-
sion give rise to polarizations of opposite direction!. This
results in a hydrostatic coefficientdh which is much lower
than d33: for instance in PZT5A,d33>374 pC/N and
d13>2171 pC/N, so thatdh>32 pC/N.

The performance of the composite can be measured by
its effective moduli. The two quantities most commonly used
for measuring hydrostatic performance are the hydrostatic
figure of meritdhgh , and the hydrostatic electromechanical
coupling factorkh , defined below.

According to the formulation~7!, the tensorg measures
the electric field resulting from a given applied stress. The
corresponding hydrostatic voltage coefficient

gh5dh /e33
T , ~17!

wheree33
T is the free-body axial permittivity, measures the

axial electric field arising from an applied hydrostatic pres-
sure. The product

dhgh5dh
2/e33

T ~18!

is the hydrostatic figure of merit, a commonly used measure
of the performance of the composite.

The hydrostatic electromechanical coupling factor,kh ,
defined by
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kh
25

dh
2

e33
T sh

E , ~19!

is a nondimensional parameter which measures the overall
electromechanical power conversion. In~19! the modulussh

E

represents the dilatational compliance

sh
E52s11

E 12s12
E 14s13

E 1s33
E . ~20!

Using the representation~14! of the previous section, we can
compute algebraic expressions for the effectivedh , dhgh ,
andkh in terms of the material properties of each phase and
the microstructural parameterp. We present these formulas
hereafter.

It is convenient to introduce a reduced set of a moduli
associated with the acoustic/electric couplings of primary in-
terest. Accordingly, set

cpp52k5c111c12, ~21!

cpz5c13A2, ~22!

czz5c33, ~23!

epz5e13A2, dpz5d13A2, ~24!

ezz5e33, dzz5d33, ezz5e33, ~25!

and define the field components

Sp5
1

A2
~S111S22!, ~26!

Tp5
1

A2
~T111T22!, ~27!

Sz5S33, ~28!

Tz5T33, ~29!

Ez5E3 , ~30!

Dz5D3 . ~31!

The constitutive relation~11! implies the reduced relation for
a transversely isotropic piezoelectric material, namely

F Tp

Tz

Dz

G5F cpp cpz 2epz

cpz czz 2ezz

epz ezz ezz

GF Sp

Sz

Ez

G . ~32!

We also define, for convenience of notation,

C5Fcpp cpz

cpz czz
G , ~33!

e5Fepz

ezz
G , ~34!

and

d5Fdpz

dzz
G . ~35!

It can be easily shown that

d5C21e, ~36!

dh5@A2,1# t
•d5@A2,1# t

•C21e, ~37!

e33
T 5ezz1e•C21e, ~38!

and

sh
E5FA2

1
G•C21FA2

1
G . ~39!

Therefore, the hydrostatic figure of merit and the coupling
coefficient are given, respectively, by

dhgh5

S FA2

1
G•C21eD 2

ezz1e•C21e
~40!

and

kh
25

S FA2

1
G•C21eD 2

~ezz1e•C21e!S FA2

1
G•C21FA2

1
G D . ~41!

For the calculation of the effective quantitiesdh
(e) , (dhgh)(e),

andkh
(e) for a piezoelectric composite, we must input in the

above formulas the effective stiffness matrixC(e), the effec-
tive piezoelectric stress tensore(e), and the effective clamped
permittivity constantezz

(e)5(e33
S )(e). From ~14a!, ~14c!, and

~14e! it follows that

cpp
~e!5cpp

~m!1 f pDcpp , ~42!

cpz
~e!5cpz

~m!1 f pDcpz , ~43!

and

czz
~e!5czz

~m!1 f F11~p21!
~Dcpz!

2

~Dcpp!~Dczz!
GDczz, ~44!

are the entries ofC(e), where Dcpp5cpp
( i )2cpp

(m) , etc. The
effective piezoelectric stress coefficients are, from~14d! and
~14f!,

epz
~e!5epz

~m!1 f pDepz ~45!

and

ezz
~e!5ezz

~m!1 f F11~p21!
~Dcpz!~Depz!

~Dcpp!~Dezz!
GDezz. ~46!

Finally, the effective clamped dielectric constant is given by
~14g! as

ezz
~e!5ezz

~m!1 f F12~p21!
~Depz!

2

~Dcpp!~Dezz!
GDezz. ~47!

Substitution ofC(e), e(e), andezz
(e) into formulas~37!, ~40!,

and ~41! gives the quantities measuring hydrostatic perfor-
mance.

III. ANALYSIS OF THE POISSON’S RATIO EFFECT

The possibility of gaining sensitivity by ‘‘decoupling’’
the polarizations arising from transverse and longitudinal
strains is a primary motivation for using 1–3 polymer/
piezoelectric ceramic composites for hydrostatic applications
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instead of pure piezoelectric ceramics. This decoupling is
known as the Poisson’s Ratio Effect~PRE!. The goal of this
section is to present a theoretical explanation for the PRE
and the resulting nonlinear effects ondhgh andkh . First, we
give a simple engineering argument. Then, using the prior
results together with the assumption of large stiffness/
dielectric mismatch, we show quantitatively how the decou-
pling takes place. An appealing feature of this analysis is its
generality: it does not require a detailed description of the
microgeometry~shape/location of the rods! or modeling of
the unknown microstructural parameterp. These results cap-
ture the essential features of electro-acoustic coupling in 1–3
piezoelectric ceramic/polymer composites and are consistent
with experimental results~e.g., Refs. 8–10!.

This is how the PRE works: When a uniaxial piezoelec-
tric material is subjected to a pressure field, the dielectric
displacement in the axial direction (D3) is given by

D35dhT, ~48!

whereT is the intensity of the pressure field. For instance,
PZT5H has ad33 and d13 of 593 pC/N and2274 pC/N,
respectively.22 Intuitively, the opposite signs ofd13 andd33

arise because lateral compression of the ceramic implies lon-
gitudinal extension~the material has a positive Poisson’s ra-
tio!. Therefore, from~16!, homogeneous PZT5H has adh of
45 pC/N, which is quite low when compared tod33. The use
of a 1–3 PZT5H/polymer composite allows for the possibil-
ity of converting an applied hydrostatic field into a predomi-
nantly tensile stress on the rods.

To obtain a more nearly accurate picture one must also
take into account the fact that lateral strain in the matrix will
be accompanied by a vertical deformation. For matrices with
positive Poisson’s ration13

(m) , this vertical deformation op-
poses the vertical deformation due to the imposed axial
strain, whereas if the Poisson’s ratio is either zero~as for
cork! or negative~as for the cellular materials discussed in
Sec. V C! it has the same sign. Thus, the basic principle is
that a soft matrix with low Poisson’s ratio will tend to cancel
the d13 polarization arising from transverse strains, mostly
giving rise to ad33 polarization in the piezoelectric ceramic
rods.@We note, however, that negative values of the matrix
Poisson’s ratio are accompanied by a shear stiffening which
will have secondary effects~cf. Sec. V!.#

A. The effective hydrostatic charge coefficient d h

Let us consider the situation in more detail. From~42!,
we have

cpp
~e!5cpp

~m!K̂~ f !, ~49!

where we define

K̂~ f ![11 f p~ f !
cpp

~ i !2cpp
~m!

cpp
~m! ~50!

as the nondimensional transverse rigidity of the microstruc-
ture. If we consider the asymptotic limit of large stiffness
mismatch, i.e.,

cpp
~m!

cpp
~ i ! →0,

cpz
~m!

cpz
~ i ! →0,

czz
~m!

czz
~ i ! →0, ~51!

the parameterK̂( f ) will approach a finite valueK̂`( f ), cor-
responding to the stiffness of a material made of a matrix

with moduli k̃ (m)51, m̃ (m)5m (m)/k (m), containing perfectly
rigid rods. Therefore,

f p~ f !5~K̂~ f !21!
cpp

~m!

cpp
~ i !2cpp

~m! >~K̂`~ f !21!
cpp

~m!

cpp
~ i ! , ~52!

to leading order incpp
(m)/cpp

( i ) . The nondimensional rigidity

K̂` satisfies

K̂`~ f !>11c f for f !1, ~53!

wherec is a numerical constant depending on the shape of
the rods~see Sec. IV A!. This formula for a dilute dispersion
of rigid cylinders is standard: For the special case of rods
with ellipsoidal cross section it follows from solving the Es-
helby one-inclusion problem.23 On the other hand, if the vol-
ume fraction of rods is increased~by increasingd/a), then

K̂` increases andK̂`5` at the critical volume fractionf c

for which the rods touch each other. Note that, from~52! and
~53!, we obtain, to leading order,

p>c
cpp

~m!

cpp
~ i ! ~54!

for all f sufficiently small. To evaluate the effective proper-
ties in the limitcpp

(m)/cpp
( i )→0, etc., we set, from~49! and~43!,

cpp
~e!>cpp

~m!K̂`~ f ! ~55!

and

cpz
~e!>cpz

~m!1 f pcpz
~ i !5cpp

~m!S cpz
~m!

cpp
~m! 1 f p

cpp
~ i !

cpp
~m! •

cpz
~ i !

cpp
~ i !D

>cpp
~m!~n~m!1~K̂`21!n~ i !!, ~56!

where

n~m!5
cpz

~m!

cpp
~m! 52

spz
~m!

szz
~m! 52A2

s13
~m!

s33
~m! 5A2n13

~m! andn~ i !5
cpz

~ i !

cpp
~ i !

~57!

are, up to the factor ofA2, the Poisson’s ratios of the two
materials. Note that

cpz
~e!5n~e!cpp

~e!>n~e!cpp
~m!K̂` , ~58!

where

n~e!5
cpz

~e!

cpp
~e! >

1

K̂`

n~m!1S 12
1

K̂`
D n~ i ! ~59!

is the effective Poisson’s ratio~up to the factor ofA2). Also,
from ~44!,

czz
~e!>czz

~m!1czz
~ i !F f 1 f ~p21!

~cpz
~ i !!2

cpp
~ i !czz

~ i !G . ~60!

Moreover, since (cpz
( i ))2/cpp

( i )czz
( i ) is an O(1) quantity and

p< const3(cpp
(m)/cpp

(i)), we have, to leading order,
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czz
~e!>czz

~m!1czz
~ i ! f S 12

~cpz
~ i !!2

cpp
~ i !czz

~ i !D
5czz

~m!1 f S czz
~ i !cpp

~ i !2~cpz
~ i !!2

cpp
~ i ! D 5czz

~m!1 f /szz
~ i !, ~61!

whereszz
( i )5s33

( i ) is the axial compliance of the ceramic.
A similar asymptotic analysis can be made for the piezo-

electric stress coefficientsepz
(e) andezz

(e) , using~45! and~46!.
This gives

epz
~e!5 f pepz

~ i ! ~62!

and

ezz
~e!> f ezz

~ i !1 f ~p21!
cpz

~ i !

cpp
~ i ! epz

~ i ! . ~63!

We used here the fact that the matrix is a passive polymer.
These last two relations can be summarized in matrix form:

Fepz
~e!

ezz
~e!G>F f p 0

f ~p21!
cpz

~ i !

cpp
~ i ! f G Fepz

~ i !

ezz
~ i !G . ~64!

Recalling thate( i )5C( i )d( i ), we have

Fepz
~e!

ezz
~e!G>F f p 0

f ~p21!
cpz

~ i !

cpp
~ i ! f G F cpp

~ i ! cpz
~ i !

cpz
~ i ! czz

~ i !GFdpz
~ i !

dzz
~ i !G

5F f pcpp
~ i ! f pcpz

~ i !

f pcpz
~ i ! f /szz

~ i ! GFdpz
~ i !

dzz
~ i !G

>F cpp
~m!~K̂`21! cpp

~m!~K̂`21!n~ i !

cpp
~m!~K̂`21!n~ i ! f /szz

~ i ! GFdpz
~ i !

dzz
~ i !G .

~65!

Using the relationd(e)5(C(e))21e(e), we conclude that the
effective charge coefficientsdpz

(e) and dzz
(e) are related to the

charge coefficients of the ceramic by

d~e!>Md ~ i !, ~66!

where

M5A21B, ~67!

with

A5F cpp
~m!K̂` cpp

~m!K̂`n~e!

cpp
~m!K̂`n~e! czz

~m!1 f /szz
~ i !G ~68!

and

B5F cpp
~m!~K̂`21! cpp

~m!~K̂`21!n~ i !

cpp
~m!~K̂`21!n~ i ! f /szz

~ i ! G . ~69!

The effective hydrostatic charge coefficient

dh52d13
~e!1d33

~e!5A2dpz
~e!1dzz

~e! ~70!

can be computed from~66!. In the ‘‘large stiffness contrast’’
approximation~51!, we obtain

dh52Ad13
~ i !1Bd33

~ i ! , ~71!

where

A512
1

K̂`
H f 1szz

~ i !czz
~m!2szz

~ i !cpz
~m!n~e!K̂`

f 1szz
~ i !czz

~m!2szz
~ i !cpp

~m!K̂`n~e!2 J
1

1

A2
H szz

~ i !cpp
~m!n~e!2szz

~ i !cpz
~m!

f 1szz
~ i !czz

~m!2szz
~ i !cpp

~m!K̂`n~e!2 J ~72!

and

B512
A2

K̂`
H f n~m!2szz

~ i !cpz
~m!~K̂`21!

f 1szz
~ i !czz

~m!2szz
~ i !cpp

~m!K̂`n~e!2 J
1H szz

~ i !cpz
~m!n~e!2szz

~ i !czz
~m!

f 1szz
~ i !czz

~m!2szz
~ i !cpp

~m!K̂`n~e!2 J . ~73!

Notice thatszz
( i )cpp

(m) , szz
( i )czz

(m) , and szz
( i )cpz

(m) are infinitesimal
quantities in the large contrast approximation~51!. However,
these quantities cannot be neglected without taking into ac-
count the value off . In fact, sincef appears in the denomi-
nators of~72! and~73!, it is important to distinguish between
the casesf @cpp

(m)/cpp
( i ) and f !cpp

(m)/cpp
( i ) . In the latter case it is

not difficult to show from~53!, ~72!, and~73! that

lim
f→0

A5 lim
f→0

B50, ~74!

as expected. On the other hand, iff @cpp
(m)/cpp

( i ) , etc., we can
neglect the productsszz

( i )cpp
(m) in ~72! and ~73!. The corre-

sponding formulas are then very simple:

A512
1

K̂`

~75!

and

B512
A2n~m!

K̂`

512
2n13

~m!

K̂`

. ~76!

In summary, the final formula fordh in the large contrast
limit and for intermediate volume fractionsf @cpp

(m)/cpp
( i ) is

dh>2S 12
1

K̂`
D d13

~ i !1S 12
2n13

~m!

K̂`
D d33

~ i ! . ~77!

This formula should provide a good approximation for thedh

of systems such as PZT/epoxy which have stiffness contrasts
of up to cpp

(m)/cpp
( i )>1% for ‘‘intermediate’’ volume fractions

in the range 0.1 or 0.2< f < f c . Notice that asf becomes

smallerK̂`>0 and~in the aforementioned range of compo-
sitions!

12
1

K̂`

>0, ~78!

whereas
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12
2n13

~m!

K̂`

>122n13
~m! , ~79!

which is a positive number if the matrix is isotropic. The
effect of decouplingd13 and d33 in the composite and the
influence of the matrix Poisson’s ratio are thus put in evi-
dence. Of course, this formula does not hold for arbitrarily
small values off and a transition exists forf >cpp

(m)/cpp
( i ) ,

with B increasing sharply from zero to its maximum value.
The increase inA is much more progressive, due to~78!.

Notice also that forf > f c , we haveK̂`@1 and we recover
dh52d13

( i )1d33
( i ) , i.e., the pure ceramic piezoelectric coeffi-

cient.
It is instructive to study the magnitude ofdh as a func-

tion of f . Can the use of a soft matrix increase the effective
piezoelectric coefficient? This is made clearer by writing
~77! as

dh>dh
~ i !2

2

K̂~ f !
~d13

~ i !1n13
~m!d33

~ i !!, f @
cpp

~m!

cpp
~ i ! , ~80!

where we usedK̂ rather than the high-contrast approximation

K̂` . Since K̂( f ) increases from 1 atf 50 to cpp
( i )/cpp

(m) at
f >1, it follows that the hydrostatic charge responsedh will
be enhanced or weakened, depending on the sign of

d13
~ i !1n13

~m!d33
~ i ! . ~81!

~Recall that for most piezoelectric ceramics, poling along the
3-axis results in a positived33

( i ) but a negatived13
( i )—

otherwise decoupling would not be necessary in the first
place.!

The condition on the Poisson’s ratio of the matrix which
guarantees enhancement of the coefficientdh is therefore

n13
~m!,

2d13
~ i !

d33
~ i ! . ~82!

Another consequence of~80! is that the peak value ofdh will
occur at small volume fractions. As an example, we can take
the PZT5A/Stycast~Trademark of Emerson and Cumings,
Inc.! composite studied in Refs. 12 and 13 and Sec. V~cf.
Table I!, for which 2d13

( i )/d33
( i )50.457 andn13

(m)50.3, hence
the composite should enhancedh ~the DEM calculations in
Sec. V confirm this!. On the other hand, the
(Pb,Ca)TiO3/Stycast composite studied in Refs. 13, 7, and 8
and Sec. V is characterized by an almost vanishingd13

( i ) , so
that 2d13

( i )/d33
( i )50.034 compared ton13

(m)50.3. We therefore

expect no enhancement indh . This is again confirmed by the
DEM calculations in Sec. V.

For a given piezoelectric ceramic,~80! also shows the
potential advantage in using a more compliant matrix.
Choosing a more compliant matrix results in a smaller

K̂( f )5cpp
(e)/cpp

(m) at eachf . Therefore, if~82! holds and if the
matrix is made more compliant without changing its Pois-
son’s ratio, thendh should increase.~This is illustrated by
our DEM calculations in Sec. V B.! On the other hand, if
n13

(m).2d13
( i )/d33

( i ) , then employing a more compliant matrix
with a similar Poisson ratio can actually weakendh at inter-
mediate volume fractions of the piezoelectric ceramic inclu-
sions ~see Fig. 7 and the accompanying description in Sec.
V B!. This effect might explain the experimental measure-
ments ofdh reported in Refs. 7 and 8~Fig. 4 in Ref. 8!, for
calcium-modified lead-titanate/epoxy composites.~Of
course, this assessment ignores experimental considerations
such as interface bonding and composite preparation. It is
made to illustrate the theoretical role played by the matrix
stiffness and Poisson’s ratio.! Replacing a Stycast matrix
with a more compliant Spurr epoxy reduceddh by approxi-
mately 40%~at 20 vol % volume fraction of the ceramic!.
Moreover, the increase in the Poisson’s ratio of the matrix
could also have further contributed to the decrease indh . We
note that, as is shown in the calculations of Ref. 7 and the
experiments of Ref. 8, the parallel-series connectivity model
of Haun and Newnham9 fails to predict this weakening in
dh .

B. Effective g h and d hg h

The hydrostatic voltage coefficientgh5dh /e33
T and the

hydrostatic figure of meritdhgh can also be analyzed in the
high stiffness/dielectric contrast. The permittivity of standard
piezoelectric ceramics is typically of the order of 1028 F/m,
while polymers have ane of the order of 10211 F/m ~which
is comparable to the permittivity of vacuum,e0). The arith-
metic mean

e33
T >e33

~m!1 f ~e33
~ i !2e33

~m!!, ~83!

wheree33
( i ) is either the clamped or the free permittivity con-

stant of the ceramic, is a good approximation to the actual
value of e33

T . The reason for this is that corrections to~83!
due to piezoelectric coupling are controlled by the ratios
(e13

( i ))2/@(k ( i )2k (m))(e33
( i )2e33

(m))# @cf. ~47!# ande•C21e @cf.
~38!#, wheree is the vector of effective piezoelectric stress
coefficients andC is the effective stiffness matrix. For com-
mon polymer/piezoelectric ceramic systems, these correc-
tions are of the order of 1023 to 1022 in nondimensional
units.

Therefore, from~17! and ~18!, we have

TABLE I. Material properties used in numerical examples.

Material (Pb,Ca)TiO3 PZT5A Stycast

s11
E (10212 m2/N) 7.3 16.4 108

s12
E (10212 m2/N) 21.5 25.74 232

s13
E (10212 m2/N) 21.4 27.22 232

s33
E (10212 m2/N) 8.5 18.8 108

d13(10212 C/N) 22.4 2171 0
d33(10212 C/N) 70 374 0
e33

T /e0 207 1700 4
r(kg/m3) 6940 7750 1590
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gh>
dh

e33
~m!1 f ~e33

~ i !2e33
~m!!

>
1

F e33
~m!

e33
~ i ! 1 f S 12

e33
~m!

e33
~ i ! D G

•H dh
~ i !

e33
~ i ! 2

1

K̂`~ f !

~d13
~ i !1n13

~m!d33
~ i !!

e33
~ i ! J . ~84!

Here we used the large-contrast approximation~80! for dh ,
which is valid for ‘‘intermediate’’ volume-fractions
f @cpp

(m)/cpp
( i ) . This formula can be further simplified. For

typical PZT/epoxy composites the dielectric contrast
e33

(m)/e33
( i ) is of order 1023 to 1022. Therefore, in the interme-

diate regime,

gh>
1

f S gh
~ i !2

d13
~ i !1n13

~m!d33
~ i !

e33
~ i !K̂`~ f !

D . ~85!

If the composite enhances piezoelectric response, i.e., if
d13

( i )1n13
(m)d33

( i ),0, then the expression in parentheses is
greater thangh

( i ) . Furthermore, the prefactor of 1/f in this
expression shows thatgh is greatly enhanced at low volume-
fractions. Since the lower cutoff forf is cpp

(m)/cpp
( i ) ~the stiff-

ness contrast!, we can expect enhancements in thegh of up
to 100 times with respect to pure ceramic, due to the large
dielectric contrast between the two materials.

A similar analysis can be carried out for the hydrostatic
figure of meritdhgh . From the above analysis, we conclude
that in the intermediate regimecpp

(m)/cpp
( i )! f , f c , we have

dhgh>
1

f S gh
~ i !2

d13
~ i !1n13

~m!d33
~ i !

e33
~ i !K̂`~ f !

D S dh
~ i !2

d13
~ i !1n13

~m!d33
~ i !

K̂`~ f !
D .

~86!

This formula shows that the hydrostatic figure of merit
can be larger than (1/f )gh

( i )dh
( i ) in this range of compositions.

Hence, a 100-fold enhancement in the figure of merit is fea-
sible if a polymer/ceramic 1–3 component is used instead of
pure ceramic.

Summarizing, the enhancements ofgh and dhgh for a
composite, relative to the values for pure ceramic, are largely
due to the large contrast between the dielectric permittivities
of the matrix and the ceramic. In general, the curves describ-
ing these parameters as a function off have narrow, high
peaks atf >cpp

(m)/cpp
( i )5k (m)/k ( i ).

C. Effective electromechanical coupling k h

The hydrostatic electromechanical coupling coefficient
kh characterizes the efficiency of the composite in converting
acoustic power to electric power when operating in hydro-
static mode. More precisely,

kh
25

Pelectric

Pacoustic
, ~87!

wherePacousticrepresents the power stored by subjecting the
composite to a hydrostatic stress under short-circuit bound-
ary conditions andPelectric is the corresponding power stored

by displacement of charges. In a 1–3 composite with large
stiffness contrast between the two phases, most of the strain
will be concentrated outside the ceramic rods and thus the
percentage of acoustic power converted to electric power is
expected to be small, or at least not greater than the corre-
sponding figure of merit for the ceramic. Thus it is important
to study the dependence ofkh on the volume fraction of
ceramic. In particular, we would like to see whether the fig-
ure of merit for the composite is reasonably large at the peak
of dh , i.e., whether the ‘‘enhancement’’ ofdh can offset the
decrease in the figure of merit. To examine the situation in
detail, we first consider the approximations valid in the in-
termediate regime of compositionscpp

(m)/cpp
( i )! f , f c .

By definition, we have

kh
25

dh
2

e33
T sh

E , ~88!

wheresh
E is the dilatational compliance defined in~20!. Us-

ing similar approximations as in Sec. III A, we find that

sh
E>

1

K̂`cpp
~m!H 2~ f 1szz

~ i !czz
~m!!1szz

~ i !cpp
~m!~122A2n~e!!K̂`

f 1szz
~ i !czz

~m!2szz
~ i !cpp

~m!K̂`n~e!2 J .

~89!

In the high-contrast limit,szz
( i )cpp

(m)>0, so that to leading order

sh
E>

2

K̂`cpp
~m!

. ~90!

Hence, from~88! and ~86! we obtain

kh
2>

K̂`cpp
~m!

2 f S gh
~ i !2

d13
~ i !1n13

~m!d33
~ i !
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~ i ! D S dh
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d13
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~m!d33
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D
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2
•
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~m!sh
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f H 1
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~ i !S gh

~ i !2
d13

~ i !1n13
~m!d33
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K̂`e33
~ i ! D

3S dh
~ i !2

d13
~ i !1n13

~m!d33
~ i !

K̂`
D J . ~91!

The term in braces is roughly comparable to
gh

( i )dh
( i )/sh

( i )5(kh
( i ))2, the square of the piezoelectric ceramic

coupling factor. Note that this number can be larger than
(kh

( i ))2 if the enhancement condition~82! is satisfied. In the
intermediate regime of compositions, we havef @cpp

(m)/cpp
( i )

>cpp
(m)sh

( i ) . This makes the effectivekh smaller than the cor-
responding value for the pure ceramic. However, if the ratio

cpp
~m!sh

~ i !

f
~92!

is of order unity, i.e., if we are at low compositions at the
‘‘edge’’ of the intermediate zone, the effectivekh can be
comparable to that of the pure ceramic.~At these composi-

tions, we haveK̂`/2> 1
2.! Furthermore, if the enhancements

of dh andgh due to the PRE are sufficiently large, the cou-
pling factors can exceed that of the pure ceramic.

Summarizing, we expect a peak in the value ofkh at
small volume fractionsf >cpp

(m)/cpp
( i ) , which may or may not

exceed the ceramic valuekh
( i ) , depending on the magnitude
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of the PRE~enhancement ofdh). The examples discussed in
Sec. V confirm that by carefully choosing~or manufacturing!
the passive matrix material in 1–3 piezoelectric composites,
one can take advantage of the PRE to compensate for the
poor hydrostatic response of commercial piezoelectric ce-
ramics.

D. Comparison with the Smith–Auld model

Smith and Auld proposed a simple physical model for
the effective properties of 1–3 piezoelectric composites.11–13

This model has been found to agree quite well with numeri-
cal and experimental observations and is currently widely
used in transducer design.

It is convenient to view their model as a relation be-
tween (Sp ,Tz ,Dz) and (Tp ,Sz ,Ez). From ~32! we have the
equivalent form

F Sp

Tz

Dz

G5F 1/cpp 2n epz /cpp

n 1/szz 2~ezz2nepz!

epz /cpp ~ezz2nepz! ezz1epz
2 /cpp

G
3F Tp

Sz

Ez

G . ~93!

The model equations derived by Smith and Auld11 are math-
ematically equivalent to assuming that the matrix in~93!
satisfy ‘‘the rule of mixtures,’’ i.e., 1/cpp

(e)5 1/cpp
( i ) f

1 1/cpp
(m) (12 f ), n (e)5n ( i ) f 1n (m)(12 f ), etc.

To derive the resulting expression fordh , we note that
~36! implies

d1352n13d331e13/epp , ~94!

d335s33~e3322 n13e13!, ~95!

and therefore

dh5~122 n13!d331
2e13

cpp
. ~96!

The last term in~96! satisfies the rule of mixtures, and there-
fore, from~94! and the fact that the matrix is a passive poly-
mer, we have

e13
~e!

cpp
~e! 5 f

c13
~ i !

cpp
~ i ! 5 f ~d13

~ i !1n13
~ i !d33

~ i !!. ~97!

Similarly, by applying the rule of mixtures to the quantities
(ezz2nepz) and 1/s33, we obtain

d33
~e!5

f d33
~ i !

szz
~ i !/szz

~m!1 f ~12szz
~ i !/szz

~m!!
. ~98!

In the limit of large stiffness contrast~51! we can neglect the
szz

( i )/szz
(m) terms, and thus obtain

dh
~e!>2 f d13

~ i !1~122n13
~m!~12 f !!d33

~ i ! , ~99!

for the Smith–Auld model’s behavior at intermediate volume
fractions.

Note that this formula is equivalent to~77!, provided

K̂`51/(12 f ). The enhancement condition~82! can there-
fore also be derived within the Smith–Auld model.

IV. DIFFERENTIAL EFFECTIVE MEDIUM
APPROXIMATION „DEM…

To obtain more nearly precise numerical values for the
effective response of a piezoelectric composite, we must
evaluate the microstructural parameterp. From ~14a! we
have, formally,

p5
1

f S k~e!2k~m!

k~ i !2k~m! D , ~100!

and hence the problem is equivalent to the calculation of the
effective transverse~planar! bulk modulusk (e) for a two-
dimensional composite with transversely isotropic constitu-
ents. The value ofk (e) is determined byf , k ( i ), m ( i ), k (m),
m (m), and also by the microstructure, i.e., the shapes of the
inclusions and their spatial arrangement. Mean-field theories,
bounds, and numerical calculations of various kinds have
been used by many authors to solve this problem~see, for
instance, the reviews of Hashin24 and Torquato25!. A simple
mean-field theory consistent with a matrix-inclusion micro-
structure is the Differential Effective Medium Theory
~DEM! ~also known under other names! ~cf. Refs. 14 and
26–28!. This procedure evaluates the effective moduli and
hydrostatic parameters for all volume fractions and is exact
in the small volume fraction limit. It is shown below that, for
polymer-ceramic systems, it provides an excellent approxi-
mation to the theoretical values essentially up to the close-
packing volume fraction~see Sec. V!. Since we have estab-
lished that the peak values of the hydrostatic parameters
occur at moderate volume fractions of ceramic, the DEM
should provide a good approximation to the theoretical val-
ues in the small to intermediate vol % range. In the DEM
approach, the shapes of the inclusions are given—for sim-
plicity we shall assume that they are circular cylinders. As
shown by Hill17 and others, the result of ‘‘inserting’’ a dilute
system (f !1) of inclusions with elastic moduli (k ( i ),m ( i )) in
a matrix with moduli (k (m),m (m)) is a composite with effec-
tive moduli

k~e!5k~m!1 f ~k~ i !2k~m!!
k~m!1m~m!

k~ i !1m~m! 1O~ f 2! ~101!

and

m~e!5m~m!1 f ~m~ i !2m~m!!

3
2m~m!~k~m!1m~m!!

~m~ i !1m~m!!k~m!12m~m!m~ i ! 1O~ f 2!. ~102!

If a new system of inclusions with moduli (k ( i ),m ( i )) is in-
serted into the homogenized continuum constructed in the
previous step, the increment in the effective properties can
again be calculated to first-order inf . Iterating this proce-
dure with infinitesimal increments in volume fraction at each
step leads to the ordinary differential equations~ODEs!

dk~e!

d f
5S 1

12 f D ~k~ i !2k~e!!
k~e!1m~e!

k~ i !1m~e! , ~103a!
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dm~e!

d f
5S 1

12 f D ~m~ i !2m~e!!

3
2m~e!~k~e!1m~e!!

~m~ i !1m~e!!k~e!12m~e!m~ i ! , ~103b!

with the ‘‘initial’’ conditions k (e)5k (m) and m (e)5m (m) at
f 50.

Note that by first exploiting the transverse symmetry, in
the form of ~14!, the DEM scheme reduces to solving only
two ODEs.~This is much simpler than solving the full sys-
tem of 81 coupled ODEs, on the basis of which the DEM has
been criticized for its complexity.14!

Milton29 and later Avellaneda30 showed that the DEM is
a realizable effective medium scheme, in the sense that it
corresponds to an actual composite of matrix-inclusion type.
However, unlike the 1–3 composites with equally sized rods
considered here, the microgeometry realizing the DEM ex-
actly consists of rods with a ‘‘hierarchy’’ of different sizes,
reflecting physically the separation between the successive
scales implicit in this iterative approach for calculating
(k (e),m (e)). Despite this, the DEM has the major advantage
of being simple to compute and of being realizable as a mi-
crostructure. For moderate values off , this scheme reflects
quite accurately the elastic and electric interactions between
a single rod and the rest of the composite structure~see e.g.,
Ref. 31 and the numerical comparisons in Sec. V!. There-
fore, it should provide reliable values fork (e) and m (e) at
volume fractions such that the deviations from the mean field
which arise from nearby rod interactions are weak. This
means that the composition should be below the critical
value f c for which rods touch each other, but not necessarily
dilute. For the analysis of polymer-ceramic piezoelectric
composites, this is not a severe restriction for two reasons:~i!
We have already shown that the desirable volume fractions
of ceramic are in the rangek (m)/k ( i )< f <10k (m)/k ( i ) ap-
proximately. This is well belowf c for most systems of in-
terest.~ii ! In practice, one of the original reasons to introduce
a polymer matrix was to match the device’s impedance to
that of the medium. Given the high density of typical piezo-
electric ceramics this amounts to choosingf quite small.

Although exact solutions for the DEM equations~103!
are not available, a high-contrast analysis can be used to

estimate the parameterK̂( f ) in ~80! and thus obtain algebraic
formulas for dh , etc. From ~100! and ~101! we obtain a
first-order approximation forp( f ), namely

p~ f !5
k~m!1m~m!

k~ i !1m~m!

1
2m~m!~k~m!1m~m!!DmDk

~m~ i !1m~m!!2$~m~ i !1m~m!!k~m!12m~ i !m~m!%
f

1O~ f 2!. ~104!

On the other hand, from~50!, we have

K̂~ f !511c f1O~ f 2!, with c5p~0!
Dk

k~m! , f !1.

~105!

In the large contrast limit,cpp
(m)/cpp

( i )!1, we obtain from~104!

p~0!5c511
m~m!

k~m! 1OS cpp
~m!

cpp
~ i ! D . ~106!

Therefore, substituting this into~105!, we have

K̂`~ f !>11S 11
m~m!

k~m! D f . ~107!

Note thatm/k5122n if the matrix is isotropic~as for typi-
cal polymers!, so

K̂`~ f !>112~12n~m!! f 1O~ f 2!. ~108!

A similar calculation for the model of Smith and Auld
discussed in Sec. III B yields

K̂`~ f !>11 f 1O~ f 2!. ~109!

In their model the reduced two-dimensional elastic problem
of finding the effectivek and m at low volume fractions
therefore gives an answer consistent withn (m)51/2.

V. EXAMPLES AND APPLICATIONS

We use the DEM approximation of Sec. IV to numeri-
cally compute the effective properties of several 1–3 piezo-
electric ceramic/polymer systems. These computations are
used to illustrate our description of the hydrostatic response
of such materials. This is done as follows. The DEM ODEs
~103! in k and m are numerically integrated with a fourth-
order Runge–Kutta scheme with variable discretization step
size d f,0.0005~chosen small enough to resolve the sharp
peaks ingh and dhgh) and ‘‘initial data’’ k(0)5k (m) and
m(0)5m (m). The microstructural parameterp is recovered
from ~100!, and all the remaining effective~hydrostatic!
quantities are then computed using~14!. This method ap-
pears to correspond well with experimental results. For ex-
ample, we obtain a good agreement with thed33 measure-
ments in the PZT7A/Araldite D system studied by Chan and
Unsworth.10 Unfortunately we could find only a few such
detailed experiments on carefully prepared systems at vary-
ing compositions, hence this scheme obviously requires fur-
ther experimental verification. We therefore apply this ap-
proach to predict the effective response of some model
systems, chosen to illustrate the analysis of Sec. III.

A. Numerical examples: Enhancement versus
nonenhancement

Table I contains the values for the material parameters
used in our examples, which correspond to two important
and contrasting classes of piezoelectric ceramics: lead
zirconate-titanates (Pb(Zr,Ti)O3 or PZT! and modified lead-
titanates. We use the PZT5A formulation of Pb(Zr,Ti)O3 and
the calcium-modified lead-titanate piezoelectric ceramic
(Pb,Ca)TiO3. As the matrix phase we employ Stycast, a
dense and stiff epoxy.~The material parameters are identical
to those used by Smith and Auld,11 Smith,13 and Shaulov
et al.7 These book values are admittedly quite dated but al-
low for a comparison with previous works.! Although
PZT5A is one of the best commercial piezoelectric ceramic
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materials for hydrophone applications, it has a relatively
small hydrostaticdh . The modified lead titanate piezoelec-
tric ceramics differ from PZT in that they have an essentially
vanishing transverse piezoelectric coupling, i.e.,d13>0 and
thereforedh>d33. For this reason, even though theird33

values are only about 20% of that of PZT, the modified lead
titanates are often used in applications involving hydrostatic
fields ~e.g., underwater acoustics!.

In Fig. 2 we show the values for the effectivek andm as
obtained by integrating the DEM ODEs~103! for a PZT5A/
Stycast composite, with material properties as in Table I. To
test the accuracy of the DEM scheme we compare our results
with that of the boundary integral method~BIM ! of
Helsing32 for the special case of an hexagonal array of cir-
cular disks, computed to six digit accuracy and for inclusion
volume fractions up to 90%. As shown, the DEM results
agree well with these predictions, and predictk (e) andm (e)

with relative error of less than 5%. This is the case for all
the examples in this section. Also shown is the prediction for
k (e) as given by the Smith–Auld model~cf. III D !. As dis-
cussed in IV A, since the matrix~Stycast! has a Poisson’s
ratio n (m)50.3 ~close to 0.5), the Smith–Auld theory gives a
good approximation fork (e).

In Fig. 3 is shown the dependence of the effective pi-
ezoelectric charge coefficientsd13, d33, anddh on the vol-
ume fraction ceramic for a PZT5A/Stycast composite, using
DEM. As discussed in III A, in this case we have

n13
~m!50.3,2d13

~ i !/d33
~ i !50.457,

so that the condition for enhancement~82! is satisfied. The
resulting decoupling ofd13 andd33 prevents the cancellation
typical of PZT, resulting in a significant enhancement indh

at a low volume-fraction of ceramic.
Figure 4 shows the dependence ofd13, d33, anddh on

the volume fraction for a composite made of modified lead-
titanate and Stycast. Here2d13

( i )/d33
( i )50.034 compared to

n13
(m)50.3, and hence the condition for enhancement~82!

fails. As predicted in III A, no enhancement indh is ob-
served.

Figure 5 shows the sharp peaks ingh for these two com-
posites.

In Fig. 6 we compare the hydrostatic figure of merit
dhgh for these two composites. As predicted in III B, due to
the enhancement indh for the PZT5A/Stycast composite, we
observe a large increase indhgh at around 15 vol % ceramic.
On the other hand, the (Pb,Ca)TiO3/Stycast composite
shows very little improvement indhgh over the pure ceramic
phase.

Finally, we compare the hydrostatic coupling coefficient
kh for these two composites in Fig. 7. For the PZT5A/Stycast
composite we observe a maximumkh of 14% at about 10
vol % ceramic, which is a modest improvement over the 8%
of pure PZT5A, showing that this would be the most efficient
region within which to operate as a transducer. Due to the

FIG. 2. Effective planar bulk and shear modulik and m as a function of
piezoelectric ceramic volume fraction for a composite made from PZT5A
inclusions in a Stycast epoxy matrix, with material properties as in Table I.
Predictions using the DEM scheme are compared with Helsing’s boundary
integral method~BIM !32 and the Smith–Auld model11 ~see Sec. V A!.

FIG. 3. Effective piezoelectric charge coefficientsdi j anddh as a function
of piezoelectric ceramic volume fraction for a PZT5A/Stycast composite
~see Sec. V A!.

FIG. 4. Effective piezoelectric charge coefficientsdi j anddh as a function
of piezoelectric ceramic volume fraction for a composite made from
calcium-modified lead-titanate ( (Pb,Ca)TiO3) piezoelectric ceramic and
Stycast, with material properties as in Table I~see Sec. V A!.
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lack of decoupling in the modified lead-titanate composite,
our calculations show a near monotone growth ofkh as the
volume fraction of ceramic increases, and although it com-
pares well with the PZT5A/Stycast composite at small
volume-fractions, the hydrostatic coupling coefficient of the
composite remains much smaller than that of the pure ce-
ramic.

By choosing a matrix material specifically tailored to the
properties of the piezoelectric ceramic, these figures can be
significantly improved. We first discuss some of the advan-
tages of adding porosity to the matrix.

B. The effect of porosity in the matrix

A viable but poorly understood technique to further en-
hance the hydrostatic sensitivity of 1–3 piezoelectric
ceramic-polymer composites, is to add porosity to the ma-
trix. This can be done in many ways, for example by foam-

ing the matrix to produce micropores~e.g., Ref. 33!, or even
by introducing a single large internal void~e.g., Ref. 9!. Both
methods have been reported to be successful in further de-
coupling the effectived33 andd13 coefficients and lowering
the permittivity, resulting in improvements in the hydrostatic
dh andgh coefficients.6,9,33 ~One caveat in using porous ma-
terials for deep-sea acoustic transduction is that micropores
may collapse at high pressures.!

Here we focus on the consequences of using a cellular
matrix obtained by foaming. Foaming can be applied to al-
most any material, and provides a well-developed technique
to introduce cellular microstructure at a length-scale much
smaller than that of the ceramic rod-inclusions.34 This allows
us to treat the porous matrix as a homogeneous isotropic
elastic solid, for which the macroscopic elastic moduli de-
pend only on the porosity and the cell geometry~in particular
on whether the cells are open or closed!, but not on the
cell-size. In the case of open cells, the effective Young’s
modulusE and Poisson’s ration are well-described by

E~m!/E~polymer!5~12f!2, n~m!/n~ polymer!51, ~110!

where f512r (m)/r (polymer) is the porosity expressed in
terms of the relative density.34 For such open-cell foams the
Poisson’s ratio is therefore unaffected by the porosity. These
formulas agree well with experimental results for many poly-
mers, elastomers, metals, and glasses, and in some cases are
valid for porosities as high as 90%~see, for example, Ref.
34, Figs. 5.9–5.11!. Similar expressions hold for closed-cell
foams, although the expression for the effective Young’s
modulus is slightly more complicated~so as to account for
the effects of membrane stresses and gas pressure!. The Pois-
son’s ratio is again unaffected by porosity.

Figures 8 to 13 show the hypothetical effects of using a
porous foamed matrix, which we assume to satisfy~110!, for
the two systems above, i.e., as piezoelectric ceramic inclu-
sions we again use PZT5A and calcium-modified lead-
titanate. @Note that, by ~110!, increasing the porosity is

FIG. 5. Effective hydrostatic voltage coefficientgh as a function of piezo-
electric ceramic volume fraction for a PZT5A/Stycast and
(Pb,Ca)TiO3/Stycast composite~see Sec. V A!.

FIG. 6. Hydrostatic figure of meritdhgh as a function of piezoelectric ce-
ramic volume fraction. Notice the strong enhancement due to the Poisson’s
ratio effect in the PZT5A/Stycast composite, whereas the
(Pb,Ca)TiO3/Stycast composite shows very little improvement indhgh over
the pure ceramic phase.

FIG. 7. Hydrostatic electromechanical coupling factorkh as a function of
piezoelectric ceramic volume fraction. The PZT5A/Stycast composite satis-
fies the enhancement condition~82! and its kh exceeds that of the pure
ceramic. For the modified lead-titanate composite the condition~82! fails,
hence the pure ceramic phase exhibits the largerkh .
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equivalent to fixing the Poisson’s ratio of the matrix, and
lowering its Young’s modulus.# We use the elastic moduli of
Stycast for the matrix backbone, and display the effective
quantities at 0%, 20%, 40%, and 60% porosity. From
~110!, adding 60% porosity corresponds to lowering the ef-
fective Young’s modulus of the matrix to 16% of its original
value. We also choosee (m) to be equal to that of Stycast.
This approximation entails small error sincee (m) is relatively
small.

Figures 8 and 9 show the effect of matrix porosity on the
effective dh for, respectively, a PZT5A and lead-titanate
composite, and with porous matrix as described above. For
the PZT5A composite, increasing the porosity in the matrix
from 0% to 60% almost doubles the maximumdh value~the
maximum in dh shifts from approximately 70 pC/N at 30
vol % ceramic to 110 pC/N at 15 vol % ceramic!. On the
other hand, for the lead-titanate composite Fig. 9 shows that
although an additional enhancement is possible by increasing
the matrix porosity,dh remains rather small compared to the
value for the pure ceramic.

Figures 10 and 11 show the effect of matrix porosity on
the hydrostatic figure of meritdhgh . For both composites we
observe a substantial increase at low volume fractions. For
the lead-titanate composite, the maximum value ofdhgh

more than doubles when increasing porosity to 60%, while
for the PZT5A composite it increases sevenfold from ap-
proximately 2000 to 15 000 fPa21. For both composites, an
increase in porosity of the matrix causesdhgh to peak more
sharply and at lower volume fraction ceramic.

The effect of matrix porosity on the hydrostatic coupling
coefficientkh is shown in Figs. 12 and 13. For the PZT5A
composite there is not much improvement except at very low
volume fraction ceramic (f ,5 vol %!. As in the case ofdh

anddhgh , the peaks inkh sharpen and occur at increasingly
lower volume fractions as the porosity is increased. At
higher volume fractions the coupling can decrease substan-
tially. Figure 13 shows that if the enhancement condition
~82! fails then an increase in porosity can actually worsen the
effective coupling coefficient. Due to the failure of~82!, the
enhancement indhgh is relatively small~compared to the
PZT5 composite!, and cannot compensate for the increase in

FIG. 8. Hydrostatic piezoelectric charge coefficientdh for a composite
made from PZT5A and porous Stycast, as described in Sec. V B.

FIG. 9. Hydrostatic piezoelectric charge coefficientdh for a composite
made from calcium-modified lead-titanate and porous Stycast~see Sec.
V B!.

FIG. 10. Hydrostatic figure of meritdhgh for a composite made from
PZT5A and porous Stycast~see Sec. V B!.

FIG. 11. Hydrostatic figure of meritdhgh for a composite made from
calcium-modified lead-titanate and porous Stycast~see Sec. V B!.
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sh . We therefore observe a systematic deterioration in the
coupling as porosity is increased, withkh decaying to almost
50% of the zero-porosity value.

C. Enhancement due to a polymer matrix with
negative Poisson’s ratio

The high-contrast approximation~80! suggests that a
sensitivity enhancement can be achieved by using a matrix
with sufficiently small Poisson’s ratio. Using DEM theory,
we investigate the interesting possibility, first proposed by
Smith,12 of exploiting new materials with negative Poisson’s
ratio to maximize the hydrostatic sensitivity and electrome-
chanical coupling in 1–3 piezoelectric composites.

For a material described by linear isotropic elasticity,
thermodynamic stability requires the stiffness matrix to be
positive-definitive, thereby constraining the Poisson’s ration
to lie between21 and 0.5. For most materials,n lies be-

tween 0.3 and 0.4~e.g.,n50.3 for Stycast!, approaching it’s
theoretical upper limit for rubbery incompressible polymers.
Materials exhibiting negative Poisson’s ratio do occur in na-
ture, but are quite rare. Only recently has it become possible
to tailor materials specifically for this purpose, which has led
to much interest in their modeling and application.35 The first
materials specifically designed and manufactured to exploit
the advantages of a negative Poisson’s ratio were the reen-
trant open-cell polymer and metallic foams of Lakes,36–38

with Poisson’s ratio as low as20.7. Another example is that
of the microporous and highly anisotropic expanded
polytetrafluoroethylene.39–41 In the following numerical ex-
amples we restrict our attention to the isotropic case.

As promising as these new materials are, they do intro-
duce additional complications. In particular their highly po-
rous nature make efficient interface bonding more difficult.
Also, deep water immersion can cause aging of the micro-
structure and thereby affect the composite’s response.

Figures 14 – 20 show the hypothetical effects of using a
matrix with negative Poisson’s ratio. In order to be able to
compare our simulations with the previous numerical ex-
amples, we use a hypothetical isotropic matrix with Young’s
modulus equal to that of Stycast~i.e.,E59.22 GPa, which is
about one-seventh that of PZT5!, and Poisson’s ration (m)

chosen equal to 0.4, 0.0,20.4, and20.9. We also choose
e (m) to be equal to that of Stycast.

In Fig. 14 we compare the predictions of DEM and the
Smith–Auld model against the high-precision numerical re-
sults of Helsing’s boundary integral method~BIM !32 for an
hexagonal array of disks. Here the Poisson’s ratio is taken to
be n (m)520.9, and we displayk (e) and m (e). The DEM
shows excellent accuracy, agreeing to within 5% with the
BIM approximation of the theoretically exact result. The
Smith–Auld model does less well since it does not take into
consideration the shear stiffening which accompanies nega-
tive Poisson’s ratios and which influences indirectly the
value ofk (e) ~cf. Sec. IV A!.

FIG. 12. Hydrostatic electromechanical couplingkh for a composite made
from PZT5A and porous Stycast. Increasing the porosity results in narrower
peaks at lower volume fractions, without much change in the maximum
value ofkh ~see Sec. V B!.

FIG. 13. Hydrostatic electromechanical couplingkh for a composite made
from calcium-modified lead-titanate ceramic and porous Stycast. Due to the
failure of the enhancement condition~82!, kh decreases as matrix porosity is
increased~see Sec. V B!.

FIG. 14. Effective planar bulk and shear modulik andm as a function of
piezoelectric ceramic volume fraction for a composite made from PZT5A
inclusions in an isotropic polymer matrix with Young’s modulus equal to
that of Stycast but with Poisson’s ration520.9. Predictions using the
DEM scheme are compared with Helsing’s boundary integral method
~BIM !32 and the Smith–Auld model11 ~see Sec. V C!.
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Figures 15 and 16 show the effect ondh of lowering the
Poisson’s ratio from 0.4 to20.9. For the PZT5A composite
2d13

( i )/d33
( i )50.457 and, as predicted by~80!, we observe only

a slight enhancement atn (m)50.4. Decreasing the Poisson’s
ratio to n (m)520.4 results in a sixfold improvement indh ,
from 32 pC/N for pure PZT5A, to a maximum of 200 pC/N
at 20 vol % PZT. Interestingly, when decreasingn (m) further
to 20.9, the effectivedh worsens significantly at almost all
volume fractions. The main reason for this lies in the as-
sumed isotropic nature of the matrix, which forces a rapid

increase in the transverse rigidityK̂`( f )>112(12n (m)) f
1O( f 2) @see Eq.~108!#, as n (m) decreases to its allowed
lower limit of 21. The result is a much smaller enhancement

in ~80!, despite the large value of the (d13
( i )1n13

(m)d33
( i )) term.

For the lead-titanate composite, we observe in Fig. 16 a con-
tinuing improvement indh asn (m) is decreased from 0.4 to
20.9. In this case2d13

( i )/d33
( i )50.034 and, as predicted by

~80!, we observe enhancement oncen (m) is decreased below
zero. At n (m)520.4 and20.9, the composite’sdh actually
exceeds that of the pure ceramic by as much as 30%.

Note that for an isotropic matrix the shear modulus
m5E/@2(11n)# ~here E is the Young’s modulus! must
grow to ` asn→21. In fact, choosingn (m)520.9 gives a
shear modulus ofm (m)546 GPa for the PZT5A composite,
which is larger than them ( i )533 GPa of the PZT5A inclu-
sion. In this case the form of the DEM ODEs~103! implies

that K̂` increases much more rapidly withf , which offsets
the benefits of a large negativen (m). Because of lead-titanate
composite’s high shear modulus (m ( i )556 GPa!, this com-
plication is avoided for our choices ofn (m). This explains the

FIG. 15. Hydrostatic piezoelectric charge coefficientdh for a composite
made from PZT5A inclusions in an isotropic polymer matrix with Young’s
modulus equal to that of Stycast but with Poisson’s ratiosn50.4,0.0,20.4,
20.9. For PZT5A the condition~82! is satisfied forn,0.457, and we
therefore observe enhancement in all cases. Atn520.9 the shear modulus
of the matrix exceeds that of the PZT, which weakens the enhancement~see
Sec. V C!.

FIG. 16. Hydrostatic piezoelectric charge coefficientdh for a composite
made from calcium-modified lead-titanate inclusions and an isotropic matrix
with Young’s modulus equal to that of Stycast but with Poisson’s ratios
n50.4,0.0,20.4,20.9. In this system the condition~82! is satisfied for
n,0.034, hence the enhancement indh for negative Poisson’s ratios
n520.4 and20.9 ~see Sec. V C!.

FIG. 17. Hydrostatic figure of meritdhgh for a composite made from
PZT5A inclusions and an isotropic matrix with Young’s modulus equal to
that of Stycast but with Poisson’s ratiosn50.4,0.0,20.4,20.9 ~see Sec.
V C!.

FIG. 18. Hydrostatic figure of meritdhgh for a composite made from
calcium-modified lead-titanate inclusions and an isotropic matrix with
Young’s modulus equal to that of Stycast but with Poisson’s ratiosn50.4,
0.0,20.4,20.9 ~see Sec. V C!.
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different behavior atn (m)520.9 for the two examples.
Figures 17 and 18 show the large improvement possible

in dhgh by using a matrix with negative Poisson’s ratio. As
in Fig. 15, the PZT5A composite shows a decrease indhgh

whenn (m) is chosen too small.
The hydrostatic coupling coefficientkh shows substan-

tial improvement for both composites. For the PZT5A com-
posite with matrix havingn (m)520.4, kh shows, in Fig. 19,
a broad peak at 30% coupling coefficient, centered around
15 vol % ceramic. Further decreasing the Poisson’s ratio to
20.9 lowerskh slightly at lower volume fractions, but al-
lows for a much broader peak. Figure 20 shows that by
choosingn (m)520.9 for the lead-titanate composite, one
can more than double thekh achievable by a Stycast matrix

~cf. Fig. 7!. Herekh matches the coupling coefficient of the
pure ceramic at about 20 vol % and higher.

These results, obtained by using negative Poisson’s ra-
tios, can be improved even further by using anisotropic ma-
trix materials. If one of the three independent orthotropic
Poisson’s ratios is negative, there is no theoretical limit on
the range of possible values for the other two.42 For example,
in the highly anisotropic form of expanded polytetrafluoro-
ethylene, Poisson’s ratios as low as212 have been
measured.39,41Using such materials as a matrix should make
additional sensitivity enhancement possible.

VI. CONCLUSIONS

We presented a first-principles description of the effec-
tive properties of 1–3 piezoelectric composites. Specifically,
we showed that, for hydrostatic applications, the relevant
effective properties can be expressed algebraically in terms
of the volume fractions and moduli of the constituents, and a
single ‘‘microstructural’’ parameterp which has a simple
physical interpretation. We used this theory as well as the
high contrast~soft polymer matrix, hard piezoelectric ce-
ramic rods! typical of most applications to obtain simple
expressions which describe the nonmonotone enhancement
of the hydrostatic piezoelectric coefficientdh , the hydro-
static figure of meritdhgh , and the hydrostatic electrome-
chanical coupling coefficientkh independently of microstruc-
tural details. In particular, we predict the size of the
Poisson’s ratio effect, and derived a single necessary crite-
rion ~82! for the enhancement ofdh . When using piezoelec-
tric ceramics such as PZT, for which the piezoelectric coef-
ficients d13 and d33 are large but cancel to give a poor
hydrostatic response, it follows that by satisfying the condi-
tion ~82! a significant enhancement in both the hydrostatic
figure of meritdhgh as well as the hydrostatic coupling co-
efficient kh can be achieved over the pure ceramic. On the
other hand, for piezoelectric ceramics with high piezoelectric
anisotropy and relatively large hydrostatic response, e.g.,
calcium-modified lead-titanate, a matrix with Poisson’s ratio
much smaller than that of typical polymers is required to
satisfy~82!. If this constraint can be met, however, then akh

equal to that of the pure ceramic is observed over a broad
range of compositions.

We showed that the differential effective medium
~DEM! approximation provides a simple, self-consistent
means to numerically compute the effective properties of dif-
ferent piezoelectric composite systems by solving a system
of two ordinary differential equations. Examples are pre-
sented which illustrate enhancement versus nonenhancement
in the sensitivity parameters, in agreement with our high-
contrast analysis.

Finally, this approach is used to investigate two interest-
ing design issues: the effect of porosity in the polymer ma-
trix, and the use of materials with negative Poisson’s ratio to
enhance the Poisson’s ratio effect. The benefits of adding
porosity~by foaming the matrix! are largely restricted to ma-
terials for which the enhancement condition~82! is valid at
zero porosity. If ~82! fails then this strategy can actually
lower the coupling factorkh . On the other hand, by lowering
the Poisson’s ratio of the matrix, one generally improves the

FIG. 19. Hydrostatic electromechanical coupling coefficientkh for a com-
posite made from PZT5A inclusions and an isotropic matrix with Young’s
modulus equal to that of Stycast but with Poisson’s ratiosn50.4,0.0,
20.4,20.9. Decreasing the Poisson’s ratio of the matrix results in improved
electromechanical coupling over a broader range of compositions~see Sec.
V C!.

FIG. 20. Hydrostatic electromechanical coupling coefficientkh for a com-
posite made from calcium-modified lead-titanate inclusions and an isotropic
matrix with Young’s modulus equal to that of Stycast but with Poisson’s
ratiosn50.4,0.0,20.4,20.9. Decreasing the Poisson’s ratio of the matrix
phase results in large improvements in the coupling factor over a broad
range of compositions~see Sec. V C!.
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sensitivity and electromechanical coupling in all cases. The
use of negative Poisson’s ratio materials are shown to be
potentially beneficial, providing optimal performance over a
wide range of compositions.
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APPENDIX: DERIVATION OF FORMULAS FOR THE
EFFECTIVE MODULI

We give a derivation of the fundamental relations~14!
showing that the relevant effective moduli can be expressed
in terms of the microstructural parameterp and the moduli of
the two phases. Results in the same vein have been derived
by Schulgasser18 and Benveniste and Dvorak.19 Our formu-
lation emphasizes the role of the microstructural parameters
p andq. These parameters are, of course, directly related to
k (e) andm (e). We give here an alternative proof based on the
evaluation of the so-called Wu tensor~defined below!. The
basic idea, which exploits the properties of local fields for a
transversely isotropic microstructure, goes back to Hill.17

Denote byL , L (e), L (m), andL ( i ), respectively, the spa-
tially varying linear response ‘‘tensor’’ defined in~6!, the
effective tensor, and the tensors corresponding to the matrix
and the inclusion phases. We will use the (S,E)↔(T,D)
formulation ~6! for convenience. By setting

F5F S

EG , ~A1!

i.e., combining the stress and electric fields into a single
‘‘field,’’ we have

L ~e!^F&5^LF &5L ~m!^F&1^~L2L ~m!!F&

5L ~m!^F&1^~L ~ i !2L ~m!!x~ i !F&

5L ~m!^F&1~L ~ i !2L ~m!!^x~ i !F&

5L ~m!^F&1 f ~L ~ i !2L ~m!!^F& i . ~A2!

Here,x ( i )(r )51 if the position vectorr is in the inclusion
phase andx ( i )(r )50 if r is in the matrix phase, i.e.,
x ( i )(r ) is the characteristic function of the inclusion phase.
Moreover,

^F& i5
1

f
^x~ i !F& ~A3!

represents the average ofF over the inclusion phase. We
introduce the Wu tensorW defined by

^F& i5W^F&. ~A4!

This tensor~which is independent of̂F&) relates the ‘‘ap-
plied field’’ ^F& to the average of the local fieldF in the
inclusion phase. Substituting~A4! in ~A2! and eliminating
^F& from the equation, we obtain the general formula@cf.
Dunn and Taya,14 Eq. ~19!#

L ~e!5L ~m!1 f ~L ~ i !2L ~m!!W. ~A5!

In the case of transversely isotropic piezoelectric com-
posites, we can write this relation in the form of two matrix
relations and one scalar relation, viz.,

F cpp
~e! cpz

~e! 2epz
~e!

cpz
~e! czz

~e! 2ezz
~e!

epz
~e! ezz

~e! ezz
~e!

G5F cpp
~m! cpz

~m! 2epz
~m!

cpz
~m! czz

~m! 2ezz
~m!

epz
~m! ezz

~m! ezz
~m!

G
1 f F Dcpp Dcpz 2Depz

Dcpz Dczz 2Dezz

Depz Dezz Dezz

G
3F w11 w12 w13

w21 w22 w23

w31 w32 w33

G ~A6!

and

m~e!5m~m!1 f ~m~ i !2m~m!!w̃, ~A7!

where wi j and w̃ are the components of the Wu tensor in
dyadic ~Voigt! tensor notation. By definition ofp andq, in
~9! and ~10! respectively, we have

w115p and w̃5q. ~A8!

Moreover, we know that an applied axial strain such that
^Sp&50 gives rise to a uniform axial strain inside the com-
posite. Similarly, theE3 component of the electric field is
also uniform. Therefore,

Fw11 w12 w13

w21 w22 w23

w31 w32 w33

G5F p w12 w13

0 1 0

0 0 1
G . ~A9!

The coefficientsw12 and w13 can be computed using the
symmetry of the effective tensor. In factcpz

(e) can be com-
puted from~A6! in two ways. Accordingly, multiplying the
second row ofDC by the first column ofW, we obtain~14c!.
On the other hand, multiplying the first row ofDC by the
second column ofW, we obtain

cpz
~e!5cpz

~m!1 f ~Dcppw121Dcpz!.

Hence,

Dcppw121Dcpz5pDcpz
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or

w125~p21!
Dcpz

Dcpp
. ~A10!

A similar computation withepz
(e) yields ~14d! and 2epz

(e)

52epz
(m)1 f (Dcppw132Depz), which gives

w1352~p21!
Depz

Dcpz
. ~A11!

Substituting these values in~A9!, we obtain equations~14e!,
~14f!, and ~14g!. The proof of the representation formulas
~14! is complete.
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A numerical approach to determining the transient response
of nonrectangular bars subjected to transverse elastic impact
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The objectives of the studies presented in this paper are to propose an efficient numerical approach
to determining the transient response of nonrectangular bars subjected to transverse elastic impact.
It is shown that the response of nonrectangular bars, such as T- and I-beams, subjected to transverse
impact is composed of frequencies corresponding to the cross-sectional modes of vibration of the
nonrectangular bar. In this study, eigenvalue analyses of plane-strain finite-element models of T-
and I-sections were performed first to solve for the cross-sectional mode shapes and the
corresponding natural frequencies. Three-dimensional resonant analyses were used to verify the
existence of the cross-sectional modes obtained from the eigenvalue analyses. Three-dimensional
finite-element models were also used to determine the transient response of T- and I-beams
subjected to transverse elastic point impact. Numerical results were verified by experimental studies
on a 0.5-m-deep concrete T-beam and a 0.72-m-deep concrete I-beam. Good agreement was
obtained between the numerical and experimental results. It is concluded that the proposed
numerical models are valid and efficient for determining the transient response of nonrectangular
bars subjected to transverse impact. ©1998 Acoustical Society of America.
@S0001-4966~98!01503-3#

PACS numbers: 43.40.Cw, 43.40.Kd@CBB#

INTRODUCTION

This paper presents an efficient numerical approach to
determining the transient response of non-rectangular bars
subjected to transverse elastic point impact. The exact elas-
ticity solution has been found for the vibrational modes pro-
duced in isotropic bars of infinite length by waves traveling
along the length of the bars. Pochammer and Chree1,2 solved
the problem for circular bars and Mindlin and Fox3 found the
solution for rectangular bars. In addition, several researchers
used the Rayleigh–Ritz method to find approximate solu-
tions for vibration of noncircular cross sections.4–7 However,
these existing solutions cannot be used to determine the
three-dimensional transient response of a bar subjected to
transverse impact.

Gazis8 and Bird9 proposed approximate analyses of vi-
brations of thick-walled cylinders. Armenakaset al.10 ob-
tained the exact solutions for free vibrations of circular cy-
lindrical shells because of their simple geometric shapes. Lin
and Sansalone11 showed that these exact solutions can be
used to solve for frequencies corresponding to the cross-
sectional modes of vibration of a thick hollow cylinder
which are present in the response of the cylinder subjected to
transverse point impact. In practice, elements used in civil
engineering structures are often designed to have special
shapes, such as T- and I-shaped beams. It is very difficult to
obtain the exact solutions for problems involving transient
stress wave propagation in such bounded solids. For the case
of square and rectangular bars, Lin and Sansalone12,13 deter-
mined the transverse impact response numerically and ex-
perimentally.

The purposes of the studies presented in this paper are to
propose an efficient numerical approach for determining the

transient response of nonrectangular bars subjected to trans-
verse elastic impact. These studies were designed to establish
the basis for using the impact-echo technique for nondestruc-
tive evaluation of nonrectangular concrete elements, such as
T- and I-beams which are commonly used in civil engineer-
ing structures.14 In the impact-echo technique, a transient
stress pulse is introduced into a test object by mechanical
impact. A displacement transducer~receiver! located close to
the impact point is used to monitor surface displacements
caused by the arrival of waves reflected by internal defects
and external boundaries of the test object.15,16 Time domain
waveforms are transformed into the frequency domain using
the fast Fourier transform technique. The resulting spectra
are used to determine the integrity of the test object.17 The
success of the technique relies on identifying changes in the
frequencies in the spectra between the solid element and the
element containing defects.

In this paper, numerical studies include eigenvalue
analyses of plane-strain models of T- and I-sections, resonant
analyses and transient impact analyses of three-dimensional
finite element models. Eigenvalue analyses of plane-strain
finite element models of T- and I-sections were performed
first to solve for the cross-sectional mode shapes and the
corresponding natural frequencies. Second, three-
dimensional finite-element models subjected to transverse,
sinusoidal, point loads with specified frequencies~resonant
analyses! were used to verify the existence of the cross-
sectional modes obtained from the eigenvalue analyses of
plane-strain finite-element models. Finally, three-
dimensional finite-element models were also used to deter-

1468 1468J. Acoust. Soc. Am. 103 (3), March 1998 0001-4966/98/103(3)/1468/7/$10.00 © 1998 Acoustical Society of America



mine the transient response of T- and I-beams subjected to
transverse elastic point impact. To verify the results obtained
from the numerical analyses, experimental studies were per-
formed on a 0.5-m-deep T-beam and a 0.72-m-deep I-beam.
These specimens were representative of full-size concrete el-
ements.

I. BACKGROUND

Prior to discussing the results of numerical and experi-
mental studies, background information is provided on the
impact-echo technique, on the numerical method for obtain-
ing approximate solutions to problems involving wave
propagation in bounded solids, and on the experimental
specimens.

A. Impact-echo method

Figure 1~a! and ~b! are schematic representations of
impact-echo tests on a T-beam and an I-beam, respectively.
The figures show the cross-sectional dimensions for the T-
and I-beams. The impact-echo test configuration shows the
locations of the impact and the receiving transducer. The
impact is applied at the center of the bottom surface of the
cross sections. The stress pulse generated by the point impact
propagates into the solid as spherical dilatational~P! and
distortional ~S! waves. In addition, a Rayleigh~R! wave is
produced which propagates along a circular wavefront across
the impact surface. These waves are reflected by traction-free
boundaries. The receiving transducer located adjacent to the
impact point monitors normal surface displacement caused
by the arrival of each wave reflection from the free bound-
aries.

In our studies, small hardened steel spheres on spring
steel rods are used to produce elastic impact. The force-time
history of the elastic impact of a sphere can be approximated
as a half-cycle sine curve17 defined by the impact durationtc

and the maximum forceFmax. The impact duration deter-
mines the frequency content of the stress pulse that is gen-
erated. Most of the energy in the pulse can be considered to

be contained in frequencies less than 1.5/tc . A shorter dura-
tion impact produces a broader range of frequencies in the
waves, however, the amplitude of each component frequency
is lower.

The receiver is a broadband displacement transducer
consisting of a small, conically-shaped, piezoelectric element
cemented to a brass cylinder.18 The output signal of this
transducer is proportional to normal surface displacement. A
thin sheet of lead is used between the conical piezoelectric
element and the concrete surface to complete the transducer
circuit and to couple the element to the rough concrete sur-
face.

In the impact-echo method, the recorded time-domain
waveforms are transformed into the frequency domain using
the fast Fourier transform technique. The resulting spectra
are used to determine whether the test object is solid or not.
When testing platelike elements, wave reflections from the
side boundaries do not have a significant effect on the impact
response. The resulting amplitude spectrum contains a single
large-amplitude peak at a frequency associated with multiple
wave reflections between the top and bottom surfaces of the
plate. The presence of a flaw in the plate disrupts the spectral
pattern, and thus make it easy to identify the presence of the
flaw. In contrast, the problems of wave propagation in bar-
like elements, such as T- and I-beams, subjected to trans-
verse impact are complex due to the significant effects
caused by the close proximity of the side boundaries.

B. Numerical models

It is extremely difficult to solve problems involving
wave propagation in bounded solids. Exact solutions have
been obtained for only the most fundamental types of wave
motion. However, the finite-element method provides a pow-
erful tool for finding numerical solutions for wave propaga-
tion in bounded solids.

It was shown that the response of a rectangular bar sub-
jected to transverse impact is composed of frequencies cor-
responding to the cross-sectional modes of vibration of the
rectangular bar.13 For the case of nonrectangular bars, it will
be shown that the response is also composed of a number of
natural frequencies associated with the cross-sectional modes
of vibration. Eigenvalue analyses of plane-strain finite-
element models of T- and I-sections were used to solve for
the cross-sectional mode shapes and the corresponding natu-
ral frequencies. Such plane-strain models can be used to ac-
curately predict the cross-sectional modes for the case when
the bar is long relative to the cross-sectional dimensions. In
addition, three-dimensional finite-element models subjected
to transverse, sinusoidal, point loads with specified frequen-
cies were used to verify the eigensolutions obtained from
plane-strain model. When the specified frequency is one of
the natural frequencies of the structure, the corresponding
mode of vibration is excited. Subsequently, three-
dimensional finite-element models were also used to deter-
mine the transient response of T- and I-beams subjected to
transverse elastic point impact.

In impact-echo testing, impact is generated by dropping
a small steel sphere~typically 4–12 mm in diameter! on the
surface of a concrete specimen. The strain response in con-

FIG. 1. Schematic illustration of impact-echo tests on~a! T-beam and~b!
I-beam.
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crete produced by the waves generated by impact is low.
Thus, a linear, elastic material model is valid for concrete at
low strain levels. For the range of impact durations used in
impact-echo testing~20–80ms!, the frequencies in the stress
pulse generated by impact are sufficiently low so that scat-
tering at the many interfaces between the aggregate particles
and cement binder in concrete is not significant. Concrete
appears homogeneous to the propagating waves. Therefore,
numerical models can make use of linear, elastic, isotropic
material models. The values of density, Young’s modulus of
elasticity, and Poisson’s ratio used to define the material
model for concrete were 2300 kg/m3, 33100 Mpa, and 0.2,
respectively. These values resulted in dilatational, distor-
tional, and Rayleigh wave velocities in infinite media of
4000, 2440, and 2240 m/s, respectively.

An explicit, finite-element code, DYNA3D,18 was used
to perform the three-dimensional finite-element analyses of
nonrectangular bars subjected to transverse elastic impact.
An input generator, INGRID,19 was used to create the finite-
element models. An interactive, graphic postprocessor,
TAURUS,20 was used to obtained deformed shapes, contour
plot of stress at selected times, and time-history responses of
displacements at specific nodes. The impact of a sphere on a
bar was simulated by applying a pressure loading with a
force-time history of a half-cycle sine curve over a small
number of elements. In the analyses, the concrete T- and
I-beams were unsupported. To reduce the number of ele-
ments used in the analyses, nonreflecting boundaries were
used at the ends of the bars to simulate the response of an
infinitely long bar.

In each of the analyses, eight-noded solid elements were
used to represent the continuum, and numerical integration
of the equations of motion was accomplished using the cen-
tral difference method. The wavelengths of the propagating
waves are important factors in determining the size of ele-
ments in the finite element models. Typically, when linear
elements are used, as in the models presented in this paper,
the elements should have dimensions less than approxi-

FIG. 2. Plane-strain cross-sectional modes of a T-beam and their corre-
sponding frequencies. FIG. 3. Three-dimensional mode shapes for a T-beam and their correspond-

ing frequencies.

FIG. 4. Amplitude spectrum obtained from numerical analysis of a T-beam
subjected to transverse impact.
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mately one-tenth the wavelength of the highest frequency of
interest. The dimensions of elements used in the finite-
element models discussed in this paper was 0.01 m. Thus,
frequencies up to about 40 kHz could be accurately captured
in the response.

C. Experimental specimens

To verify the results obtained from the numerical analy-
ses, laboratory studies on nonrectangular bars were carried
out. Two specimens used in the studies were constructed of
concrete. One was a 3-m-long T-beam having a depth of 0.5
m, a flange width of 1.25 m, and the relevant dimensions as
illustrated in Fig. 1~a!. The other was a 3-m-long I-beam
having a depth of 0.72 m and the relevant dimensions as
shown in Fig. 1~b!. The concrete mixture ingredients~pro-
portion of cement, aggregate, and water! were chosen to re-
sult in hardened concrete with a strength of about 28 MPa.
The P-wave speed in the specimens was measured to be
about 3800 m/s. This value is 95% of the 4000-m/s P-wave
speed which was used in the numerical analyses.

II. IMPACT RESPONSE OF A T-BEAM

Figure 1~a! is a schematic illustration of a T-beam sub-
jected to transverse point impact. The configuration shows
the locations of the impact and the receiving transducer.

A. Cross-sectional modes of vibration

It was shown that the response of a rectangular bar sub-
jected to transverse impact is composed of frequencies cor-
responding to the cross-sectional modes of vibration of the
rectangular bar.13 For the case of a T-beam, it will be shown
that the response is also composed of a number of natural
frequencies associated with the cross-sectional modes of vi-
bration. In this section, results obtained from eigenvalue
analyses of a T-section having dimensions as illustrated in
Fig. 1~a! are presented. A global stiffness matrix for the
plane-strain, finite-element meshed T-section was assembled,
and a consistent mass matrix was also formed. Subsequently,
a computer code for eigenvalue problems was used to solve
for the cross-sectional mode shapes~eigenvectors! and their
corresponding natural frequencies~eigenvalues!. Figure
2~a!–~f! shows the shapes of the first six cross-sectional
modes of the T-beam. The frequency corresponding to each
of these mode shapes is also shown in the figure.

B. Resonant analysis

To verify the existence of the cross-sectional modes as
obtained from the plane-strain analyses, resonant analyses of
three-dimensional finite-element models were performed. In
resonant analysis, a point load with a time history defined by
a continuous sine curve having a specific frequency is ap-
plied to a structure. When the frequency of the applied force-
time function matches one of the natural frequencies of the
structure, a resonant condition is set up and the correspond-
ing mode of vibration is generated. The first six mode fre-
quencies of 2.96, 3.91, 6.84, 8.48, 9.43, and 10.56 kHz ob-
tained previously from plane-strain eigenvalue analyses for a
T-section as shown in Fig. 2~a!–~f! were used to perform the
resonant analyses one at a time. Figure 3~a!–~f! shows the
first six resonant mode shapes, respectively. These cross-
sectional shapes are identical to the mode shapes obtained
from the eigenvalue analyses which were presented in Fig.
2~a!–~f!. Thus as shown in the studies of square and rectan-
gular bars by Lin and Sansalone,12,13 plane-strain finite-
element models can be used to obtain the cross-sectional
modes and natural frequencies of a T-beam subjected to
transverse impact when the length of the beam is large rela-
tive to the cross-sectional dimensions.

FIG. 5. Amplitude spectrum obtained from laboratory test on a T-beam.

TABLE I. Frequency values~kHz! of the first six cross-sectional modes of a T-beam.

Mode
Eigensolution

~Cp54000 m/s!
Finite elementa

~Cp54000 m/s!

Experimenta

~Cp53800 m/s! ~Cp54000 m/s!

1 2.96 2.93 2.93 3.08
2 3.91 3.90 3.66 3.85
3 6.84 6.83 6.34 6.67
4 8.48 8.30 8.05 8.47
5 9.43 9.52 9.27 9.76
6 10.56 10.49 10.00 10.52

aResolution in spectra is 0.244 kHz.
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C. Impact response

Three-dimensional finite-element analyses were per-
formed to study the transient response of T-beams subjected
to transverse point impact. In the analyses, the impact of a
spherical mass on a large bar was simulated as a uniform
pressure load over 20 mm~two elements! at the center of the
T-beam bottom as well as the longitudinal dimension@see
Fig. 1~a!#. Because of biaxial symmetry, only one-quarter of
the problem was analyzed to reduce the computational time.

The stress waves generated by point impact propagate
into the T-beam. Wave reflections occur at the cross-
sectional boundaries. Because of the close proximity of these
cross-sectional boundaries, waves propagate back and forth
across the cross section of the T-beam. These multiple wave
reflections give rise to cross-sectional modes of vibration.
Figure 4 shows an amplitude spectrum obtained from the
FFT of a displacement-time history calculated at a node
point at a distance of 0.03 m to the impact location. The
spectral response exhibits a number of peaks at frequencies
which correspond to the cross-sectional modes of vibration
of the T-beam. The resolution in the spectrum is 0.244 kHz.
The frequencies of the first six cross-sectional modes are
2.93, 3.90, 6.83, 8.30, 9.52, and 10.49 kHz; these values are

close to the natural frequencies of 2.96, 3.91, 6.84, 8.48,
9.43, and 10.56 kHz obtained from the eigenvalue analysis
~see Fig. 2!. For comparison, these frequencies are tabulated
in Table I. The table also shows experimental results which
will be discussed in the following section.

D. Experimental verification

To verify the results obtained from the numerical analy-
ses, experimental studies on a concrete T-beam having the
same dimensions as in the numerical models were carried
out. The P-wave speed in the concrete specimen was mea-
sured to be about 3800 m/s. This value is 95% of the 4000-
m/s P-wave speed which was used in the numerical analyses.
In the test, the impactor was applied at the center of the
longitudinal as well as lateral dimensions of the T-beam. The
spacing between the impactor and receiving transducer was
0.03 m, as in the finite element analyses. Surface displace-
ment waveforms consisted of 1024 points recorded at a sam-
pling rate of 250 kHz~4 ms! for a record length of 4096ms
and a resolution in the amplitude spectrum of 0.244 kHz~the
same as in the numerical analyses!.

Figure 5 shows the amplitude spectrum obtained from a
test carried out at the bottom center of the 0.5-m-deep con-

FIG. 6. Plane-strain cross-sectional modes of an I-beam and their corre-
sponding frequencies.

FIG. 7. Three-dimensional mode shapes for an I-beam and their correspond-
ing frequencies.

1472 1472J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 Lin et al.: Transient response of bars



crete T-beam. In the spectrum, the largest amplitude peak is
caused by the transducer resonance. There are six other large
amplitude peaks as indicated in the spectrum. Because the
P-wave speed in the concrete specimen is 95% of that used
in the numerical models, the frequency values associated
with the six large amplitude peaks in the experimental spec-
trum must be divided by 0.95 for comparison purpose. The
last column of Table I shows the converted frequency values.
The experimental spectrum shown in Fig. 5 can be compared
with the numerical spectrum shown in Fig. 4. A comparison
of frequency peaks produced by the cross-sectional modes
shows that there is good agreement between numerical and
experimental results with regard to both the frequency values
associated with each large amplitude peak~see Table I! and
the relative amplitude of the peaks produced by the cross-
sectional modes.

The results of the experiments clearly show the validity
of using the proposed numerical models for studying tran-
sient stress wave propagation in nonrectangular bars.

III. IMPACT RESPONSE OF AN I-BEAM

The same analytical procedures as described in the pre-
vious section were also employed to determine the impact
response of an I-beam. The objective of this study was to
ascertain whether the proposed numerical models are suit-
able for determining approximately the transient response of
a bar with complicated cross-sectional boundaries subjected
to elastic transverse impact.

In this section, results obtained from both numerical and
experimental studies on an I-beam having dimensions as il-
lustrated in Fig. 1~b! are presented. Numerical studies also
include eigenvalue analyses of plane-strain models, resonant
analyses, and transient impact analyses of three-dimensional
finite-element models. Experimental studies were performed
to verify the results obtained from the numerical analyses.

Figure 6~a!–~f! shows the shapes of the first six cross-
sectional modes obtained from eigenvalue analyses of plane-
strain finite-element models of the I-section. The frequency
corresponding to each of these mode shapes is also shown on
the figure. Accordingly, Fig. 7~a!–~f! shows the first six reso-
nant three-dimensional finite-element mode shapes, respec-
tively. These cross-sectional shapes are identical to the mode
shapes which were presented in Fig. 6~a!–~f!. Thus, it is
concluded again that, as shown in the previous studies of
T-beams, plane-strain finite element models can be used to
obtain the cross-sectional modes and natural frequencies of

an I-beam subjected to transverse impact when the length of
the beam is large relative to the cross-sectional dimensions.

Figure 8 shows an amplitude spectrum obtained from
the transient impact analyses of the three-dimensional I-
beam finite element models. The spectral response exhibits a
number of peaks at frequencies which correspond to the
cross-sectional modes of vibration of the I-beam. The reso-
lution in the spectrum is 0.244 kHz. The frequencies of the
first six cross-sectional modes are 1.95, 3.91, 4.64, 5.13,
8.79, and 10.25 kHz; these values are close to the natural
frequencies of 1.96, 3.88, 4.79, 5.31, 8.93, and 10.34 kHz
obtained from the eigenvalue analysis~see Fig. 6!. For com-
parison, these frequencies are tabulated in Table II. The table
also shows experimental results which will be discussed sub-
sequently.

Figure 9 shows the amplitude spectrum obtained from a
test carried out at the bottom center of the 0.72-m-deep con-
crete I-beam. For comparison purposes, the frequency values
associated with the first six large amplitude peaks in the ex-
perimental spectrum must be divided by 0.95 to account for
the lower P-wave speed in the concrete specimen. The con-
verted frequency values are listed in the last column of Table
II. A comparison of frequency peaks in the spectra~Figs. 8
and 9! obtained from numerical and experimental studies
shows good agreement with regard to both the frequency

TABLE II. Frequency values~kHz! of the first six cross-sectional modes of an I-beam.

Mode
Eigensolution

~Cp54000 m/s!
Finite elementa

~Cp54000 m/s!

Experimenta

~Cp53800 m/s! ~Cp54000 m/s!

1 1.96 1.95 1.71 1.80
2 3.88 3.91 3.66 3.85
3 4.79 4.64 4.39 4.62
4 5.31 5.13 4.88 5.14
5 8.93 8.79 8.30 8.74
6 10.34 10.25 9.52 10.02

aResolution in spectra is 0.244 kHz.

FIG. 8. Amplitude spectrum obtained from numerical analysis of an I-beam
subjected to transverse impact.
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values associated with each large amplitude peak~see Table
II ! and the relative amplitude of the peaks produced by the
cross-sectional modes. Again, the experimental results
clearly show the validity of the proposed numerical models
for determining the transient response of a bar with compli-
cated cross-section boundaries subjected to transverse im-
pact.

IV. CONCLUSIONS

The objective of the studies presented in this paper is to
propose an efficient numerical approach to determining the
transient response of non-rectangular bars subjected to trans-
verse elastic impact. Numerical studies include eigenvalue
analyses of plane-strain models of T- and I-sections, resonant
analyses, and transient impact analyses of three-dimensional
finite-element models. Experimental studies were performed
to verify the results obtained from the numerical analyses.
Good agreement was obtained between the numerical and
experimental results. It is shown that the response of non-
rectangular bars, such as T- and I-beams, subjected to trans-
verse impact is composed of frequencies corresponding to
the cross-sectional modes of vibration of the nonrectangular
bar. Eigenvalue analyses of plane-strain finite element mod-
els can be used efficiently to obtain the cross-sectional
modes and natural frequencies of a nonrectangular bar sub-
jected to transverse impact when the length of the bar is large
relative to the cross-sectional dimensions. Three-dimensional
resonant analyses can be used to verify the existence of the
cross-sectional modes obtained from the eigenvalue analy-
ses.
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This paper presents an exact analytical solution to the vibrational intensity of torsional waves in
three-dimensional solid and hollow cylindrical bars of finite length. As the torsional response in
circular cylindrical bars to the excitation of pure torsional moments is uncoupled with the motion of
other degrees of freedom, its characteristics can be investigated independently. After verifying the
orthogonal properties of the eigenfunctions of the torsional waves in a bar with fixed-free ends, the
steady state response of the bar to a torsional moment was obtained analytically. The solution of the
response was then utilized to calculate the vibrational intensity. Examples are used to illustrate the
features of the torsional intensity in a hollow cylindrical bar. ©1998 Acoustical Society of
America.@S0001-4966~98!02902-6#
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INTRODUCTION

n the past decades, techniques have been developed to
use vibrational power flow and structural intensity in the
identification of intensity paths, positions of sources, and
sinks of mechanical energy. Previous calculations and mea-
surements of structural intensity were largely limited to
simple structures such as thin beams, plates, and shells.
However, when the technique is applied to more complicated
structures and broader frequency ranges, the validity of en-
gineering models for simple structures has not been estab-
lished. For example, the existing bending wave intensity ex-
pression was developed on the basis of classical bending
wave theory and is only valid for homogeneous thin beams
of low frequencies. The description of high-frequency struc-
tural waves in large practical structures often requires the
inclusion of the shear deformation and rotatory inertia in the
structural intensity formulation. The objective of this paper is
to calculate vibrational intensity using the solution of three-
dimensional elastic equations for solid and hollow cylindri-
cal rods. Traditionally, even the solution of the free vibration
of a three-dimensional circular cylindrical rod requires sig-
nificant numerical calculation.1 However, examination of the
boundary value problems of the three-dimensional elastic
equations showed that the torsional response in circular bars
to the excitation of pure torsional moments is uncoupled
from the motion of other degrees of freedom, and the dy-
namic equation of the torsional waves is separable from the
full elastic equations. Consequently, analytical solution of
torsional response becomes possible, and the response ob-
tained can be used to investigate the properties of the vibra-
tional power flow and structural intensity in solid and hollow
cylindrical bars.

Study of the vibrational intensity of torsional waves in
solid and hollow cylindrical bars may provide understanding
of vibrational and absorption characteristics of various ma-
chine components such as turbine rotors and heavily loaded

gears. Clark2 has studied the free-torsional wave propagation
in hollow cylindrical bars of infinite length using the three-
dimensional analytical approach. His work provided the so-
lution of propagating modes in the bars and demonstrated the
characteristics of torsional wave velocity in hollow bars. Re-
cently Leissa and So3,4 used the three-dimensional Ritz
analysis for the resonance frequencies of a solid cylindrical
rod of finite length. Their study has shown a significant ef-
fect of Poisson’s ratio on the resonance frequencies.

To obtain the steady state response for the computation
of power flow and structural intensity,5 the eigensolutions
obtained by Clark2 and Leissa3,4 are utilized for a modal
expansion of the response and excitation moment. Using the
orthogonal properties of the eigenfunctions and solution of
the modal normalization factors, this paper presents an ana-
lytical solution to the forced torsional response of solid and
hollow bars to excitation of a pure torsional moment due to
axial symmetrical body forces. The solution is used for the
computation of structural intensity in the bars. Two examples
are used to illustrate the power flow properties in a hollow
cylindrical bar. The results show the potential of using three-
dimensional solutions for calculation of structural intensity
for the conditions where the engineering models of structures
may not be valid, and for the precise determination of the
error which the conventional method may bear for the mea-
surement of the power flow in one-dimensional beam struc-
tures.

I. TORSIONAL VIBRATION IN THE SOLID
CYLINDRICAL BAR

Figure 1 shows a circular cylindrical bar with fixed-free
ends in a cylindrical coordinates (r ,u,z), whereu(r ,u,z;t),
n(r ,u,z;t), and w(r ,u,z;t) represent the displacements at
location (r ,u,z) and in ther , u, and z directions, respec-
tively. The bar is assumed to be excited by an torsional mo-
ment Mz about thez axis due to axially symmetric body
forces:

Mz5mze
j vt, ~1!

wherev is the radian frequency of excitation. For this exci-
tation, only forced torsional vibration is generated in the

a!Present address: Department of Mechanical Engineering, Zhejiang Univer-
sity, Hongzhou, 310027, People’s Republic of China.
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bar.3,4 With u5w50 andn independent ofu, the dynamic
equation is

]2n

]r 2 1
1

r

]n

]r
2

n

r 2 1
]2n

]z2 1
Q̃ej vt

G
5

r

G

]2n

]t2 , ~2!

whereG is the shear modulus andr is the volume density.
Here,Q̃5Q̃(r ,z) is the axial symmetric body force in theu
direction. It produces a torsional momentmz :

E
0

2pE
0

RE
0

L

r Q̃~r ,z!dV5mz , ~3!

where dV5r dr dz du. Using the eigenfunctions for the
torsional displacement in a solid cylindrical bar with fixed-
free ends,3 n(r ,u,z;t) can be expressed by the following
expansion:

n~r ,u,z;t !5H(
m

` FA0mr

1(
i

`

AimJ1~b i r !Gsin amzJ ej vt, ~4!

whereJ1 is the first-order Bessel function of the first kind.
The boundary conditions at two ends~u5n5w50 at z
50; sz5tzu5tzr50 at z5L! give rise to

am5~m2 1
2!p/L ~m51,2,3,...! ~5!

and the boundary conditions on the cylinder surface~r 5R,
s r5t ru5t rz50! induce an eigenvalue equation for deter-
mining b i :

J2~b iR!50, ~6!

whereJ2 is the second-order Bessel function of the first kind.
Substituting Eq.~4! into Eq. ~2!, multiplying both sides

of the resultant equation with the eigenfunctions of the cir-
cular bar, integrating over the whole volume of the bar, and
using the orthogonal properties of the eigenfunctions, the
coefficients in the displacement responsen(r ,u;z,t) can be
obtained:

A0m5
16p

R4Lr~v0m
2 2v2!

E
0

LE
0

R

Q̃~r ,z!r 2 sin amz dr dz,

~7a!

Aim5
4p

NiLr~v im
2 2v2!

E
0

LE
0

R

Q̃~r ,z!rJ1~b i r !

3sin amz dr dz, ~7b!

where

v0m
2 5am

2 G

r
, v im

2 5~am
2 1b i

2!
G

r
~8!

and the normalization factors are

Ni5E
0

R

J1
2~b i r !r dr 5

1

2
R2J1

2~b iR!. ~9!

To highlight the application of the analytic method in calcu-
lating the vibration intensity, two special cases of body force
Q̃(r ,z) were selected. They correspond to a linearly distrib-
uted force in the cross sectionz5z0 ~case A!:

Q̃5
2mz

pR4 rd~z2z0!, ~10!

and a cubically distributed body force in the cross sectionz
5z0 ~case B!:

Q̃5
3mz

pR6 r 3d~z2z0!. ~11!

Both of the distributed force will only produce axial sym-
metrical moments.

Using Eqs.~7a! and~7b!, the coefficients for case A are

A0m5
8mz sin amz0

R4Lr~v0m
2 2v2!

, ~12a!

Aim50, ~12b!

and those for case B are

A0m5
8mz sin amz0

R4Lr~v0m
2 2v2!

, ~13a!

Aim5
48mzJ1~b i r 0!sin amz0

b i
2R5Lr~v im

2 2v2!J1
2~b iR!

. ~13b!

Therefore, the torsional displacement response for case A is
expressed as

FIG. 1. A fixed-free circular cylindrical bar and corresponding coordinates.
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n5
8mzr

R4Lr H(
m

sin amz0 sin amz

v0m
2 2v2 J ej vt, ~14!

and for case B:

n5
8mz

R4Lr H(
m

F r

v0m
2 2v2

1(
i

6J1~b i r !

b i
2R~v im

2 2v2!J1~b iR!Gsin amz0 sin amzJ ej vt.

~15!

II. TORSIONAL VIBRATION IN HOLLOW
CYLINDRICAL BARS

In this section the forced torsional vibration in a hollow
cylindrical bar, withR1 andR2 as its inner and outer radius,
is investigated. Similar to the excitation of the solid bars, two
kinds of axial symmetrical body forcesQ̃(r ,z), which pro-
duce torsional momentmz acting in the sectionz5z0 (L
>z0.0), are considered. One is linearly distributed along
the r direction and in the cross sectionz5z0 ~case C!:

Q̃5
2mz

p~R2
42R1

4!
rd~z2z0!, ~16!

and the other has a cubic distribution in the cross sectionz
5z0 ~case D!:

Q̃5
3mz

p~R2
62R1

6!
r 3~z2z0!. ~17!

Using the eigenfunctions for the torsional displacement in a
hollow cylindrical bar with fixed-free ends,n(r ,z;t) can be
expressed as

n~r ,z;t !5H (
m50

` H A0mr 1(
i 51

`

Aim@J2~b iR2!Y1~b i r !

2Y2~b iR2!J1~b i r !#J sin amzJ ej vt. ~18!

There the eigenvalue equation forb i is

J2~b iR1!Y2~b iR2!5J2~b iR2!Y2~b iR1!, ~19!

where Y1 and Y2 are, respectively, the first- and second-
order Bessel functions of the second kinds. Although 1/r is
also one of the general solutions of Eq.~2! for hollow cylin-
drical bars, its coefficient has to be equal to zero because of
the requirement of boundary conditiont ru5]n/]r 2n/r 50
at r 5R1 and r 5R2 .

Substituting Eq.~18! into Eq.~2! and using the orthogo-
nal properties of the eigenfunctions the coefficients in the
displacement response@Eq. ~18!# n(r ,z;t) are obtained as

A0m5
16p

~R2
42R1

4!Lr~v0m
2 2v2!

E
0

LE
R1

R2
Q̃~r ,z!r 2

3sin amz dr dz, ~20a!

Aim5
4p

ÑiLr~v im
2 2v2!

E
0

LE
R1

R2
Q̃~r ,z!rṼ i~r !sin amz dr dz,

~20b!

where

Ñi5E
R1

R2
@Ṽi~r !#2r dr

5 1
2 $R2

2@Ṽi~R2!#22R1
2@Ṽi~R1!#2% ~21a!

and

Ṽi~r !5J2~b iR2!Y1~b i r !2Y2~b iR2!J1~b i r !. ~21b!

Thus for case C:

A0m5
8mz

~R2
42R1

4!Lr

sin amz0

v0m
2 2v2 , ~22a!

Aim50 ~22b!

and for case D,

A0m5
8mz

~R2
42R1

4!Lr

sin amz0

v0m
2 2v2 , ~23a!

Aim5
24mz

Ñib i
2~R2

62R1
6!Lr

@R2
3Ṽi~R2!2R1

3Ṽi~R1!#sin amz0

v im
2 2v2

.

~23b!

Therefore, the displacement response for case C is expressed
as

n5
8mzr

~R2
42R1

4!Lr H(
m

sin amz0 sin amz

v0m
2 2v2 J ej vt ~24!

and for case D,

n5
8mz

Lr
H (

m
H 1

R2
42R1

4

r

v0m
2 2v2

1(
i

3@R2
3Ṽi~R2!2R1

3Ṽi~R1!#

Ñib i
2~R2

62R1
6!

Ṽi~r !

v im
2 2v2J

3sin amz0 sin amzJ ej vt. ~25!

III. THE POWER FLOW OF TORSIONAL VIBRATION
IN SOLID AND HOLLOW CYLINDRICAL BARS

The structural intensity ~time averaged! vector I
5(I r I uI z)

T in elastic structures is defined as follows:5

I 5S I r

I u

I z

D 52
1

2
ReH S s r t ru t rz

tur su tuz

tzr tzu sz

D S u̇*
ṅ*
ẇ*

D J , ~26!
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where the dot overu, n, andw represents their derivatives
with respect to time. Becauseu5w50 and n5n(r ,z;t)
Þ0, the relevant stress components are

t ru5GS ]n

]r
2

n

r D , su50, tzu5G
]n

]z
. ~27!

Therefore, the components of the intensity are:

I r52 1
2 Re$t ruṅ* %, I u50, I z52 1

2 Re$tzuṅ* %,
~28!

where symbol* and Re$ % represent the conjugation and the
real part of a complex value, respectively.

To obtain a nonzero average power flowI , the shear
modulus,G, is assumed to be complex to take the internal
losses of structures into account, that is,

G5G0~11 j h!, ~29!

whereh is the structural loss factor andG0 is the real shear
modulus. Note that according to Eq.~8!, the natural frequen-
cies,v im , are now complex.

For solid bars,t ru , tzu , and ṅ* in Eq. ~28! can be
expressed, respectively, as

1. Case A:

t ru50, ~30!

tzu5
8mzGr

R4Lr H(
m

am

sin amz0 cosamz

v0m
2 2v2 J ej vt, ~31!

ṅ* 5
8mzvr

R4Lr H(
m

sin amz0 sin amz

v0m*
22v2 J e2 j ~vt1p/2!.

~32!

2. Case B:

t ru52
48mzG

R5Lr H(
m

(
i

J2~b i r !

b i
2J1~b iR!~v im

2 2v2!

3sin amz0 sin amzJ ej vt, ~33!

tzu5
24mzG

R4Lr H(
m

amF r

3~v0m
2 2v2!

1(
i

2J1~b i r !

b i
2R~v im

2 2v2!J1~b iR!G
3sin amz0 cosamzJ ej vt, ~34!

ṅ* 5
8mzv

R4Lr H(
m

F r

v0m*
22v2

1(
i

6J1~b i r !

b i
2R~v im*

22v2!J1~b iR!G
3sin amz0 sin amzJ e2 j ~vt1p/2!. ~35!

For hollow bars,t ru , tzu , and ṅ* in Eq. ~28! can be ex-
pressed, respectively, as

1. Case C:

t ru50, ~36!

tzu5
8mzGr

~R2
42R1

4!Lr H(
m

am

sin amz0 cosamz

v0m
2 2v2 J ej vt,

~37!

ṅ* 5
8mzvr

~R2
42R1

4!Lr

3H(
m

sin amz0 sin amz

v0m*
22v2 J e2 j ~vt1p/2!. ~38!

It can be seen from Eqs.~30!–~32! and~36!–~38! that for the
excitation of torsional moment due to linearly distributed
body force~cases A and C!, the vibrational intensity will be
characterized by a distribution functionZ(z) as follows:

I z5mz
2Z~z!r 2. ~39!

For example, the distribution function of the hollow cylindri-
cal bars is

Z~z!5
32G0v

~R2
42R1

4!2L2r2 ReH ~h2 j !(
m

am

3
sin amz0 sin amz

v0m
2 2v2 (

n

sin anz0 sin anz

v0n*
22v2 J . ~40!

2. Case D:

t ru52
24mzG

~R2
62R1

6!Lr
H (

m
(

i

@R2
3Ṽi~R2!2R1

3Ṽi~R1!#

Ñib i

•

@J2~b iR2!Y2~b i r !2Y2~b iR2!J2~b i r !#

v im
2 2v2

3sin amz0 sin amzJ ej vt, ~41!

tzu5
8mzG

Lr
H (

m
amH r

~R2
42R1

4!~v0m
2 2v2!

1(
i

3@R2
3Ṽi~R2!2R1

3Ṽi~R1!#Ṽi~r !

Ñib i
2~R2

62R1
6!~v im

2 2v2!
J

3sin amz0 cosamzJ ej vt, ~42!

TABLE I. Parameters of hollow aluminum bar used in example 1.

E 2.734631010 Nm22 R2 0.1 m
n 0.3 R1 0.05 m
G0 1.051831010 Nm22 L 5.0 m
r 2740 kgm23 h 0.1
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• ṅ* 5
8mz

Lr
H (

m
H r

~R2
42R1

4!~v0m*
22v2!

1(
i

3@R2
3Ṽi~R2!2R1

3Ṽi~R1!#Ṽi~r !

Ñib i
2~R2

62R1
6!~v im*

22v2!
J

3sin amz0 sin amzJ e2 j ~vt1p/2!. ~43!

IV. EXAMPLES

The torsional power flow in two hollow aluminium bars
corresponding to cases C~as example 1! and D~as example
2! are calculated and used to explain the analytical results
obtained. The parameters used for the two structures are
listed in Tables I and II, respectively. Dimensionless param-
eters are used in both examples. The eigenvaluesxi5b iR2

are listed in Table III forR2 /R152. The first five resonance
frequencies of the bars used in the examples are listed in
Table IV.

For the excitation of a torsional moment due to linearly
distributed body force, the vibrational intensity in the hollow
cylinder of the first example has only one componentI z .
This component can be represented byZ(z) as shown in Eq.
~41! as its quadratic dependence of the intensity onr is ob-
vious. Figure 2 shows the negative value ofZ(z) in bar used
in the first example with excitation moment atz05L ~f
5200 Hz andh50.1!. For this case, the positive values of
2Z(z) correspond to the vibrational intensity in the negative
z direction. The effect of modal truncation on the intensity is
shown in Fig. 2 when two different numbers of modes~M
550 and 800! were used in the calculation. It can be seen
that the modal truncation error has more significant effect on
the intensity at the cross sections near the source. For effec-

tive computation of the results shown in Figs. 3–6, 800
modes were used in calculating the near field intensity, while
only 50 modes for the far field intensity.

Figure 3 shows2Z(z) as a function of excitation fre-
quenciesv/2p at the sectionz50.3L. It can be seen that the
vibrational intensity in elastic structures could vary in a large
range at any cross section, depending on whether the excita-
tion frequency is close to the resonance frequencies, particu-
larly of the lower order modes.

Figure 4 shows the2Z(z) curves at first four resonance
frequencies:f 124598.0, 239.9, 489.8, and 685.7 Hz of the
first example. The shapes of the curves are dominated by the
modal vibration of the bar at the resonances. In those regions
where torsional vibration has large amplitude, the power
flow curves have large slope, as the large amplitude vibration
corresponds to a large dissipation of the energy. Figure 5
shows 2Z(z) for the location of driving moment atz0

50.4L. For this case the intensity flows away from the ex-
ternal driving moment. A large amount of the energy is dis-
sipated between the driving moment and the free end where
the torsional displacement is large.

The three-dimensional analysis of the torsional wave in
the hollow cylindrical bars also suggested that the distributed
intensity vector field is contributing to the power flowing in
bars. The complexity of the intensity field may be observed
when the driving frequency is high and the diameter of the
structure is large. Figure 6 shows a typical example of the
intensity vector field in a hollow cylindrical aluminium bar
with parameters listed in Table II. The aluminum bar is
driven by a torque (mz51 Nm) due to cubically distributed
body force concentrated on the free end (z05L) of the bar
and the excitation frequency is at 900 Hz. Because the axi-
ally symmetric excitation of the moment, the intensity field
is also axially symmetric. For this case, Fig. 6 represents the

FIG. 2. Effect of the number of modes on the calculations of vibrational
intensity ~solid curve:M550; dotted curve:M5800!.

TABLE II. Parameters of hollow aluminum bar used in example 2.

E 2.734631010 Nm22 R2 2.5 m
n 0.3 R1 1.25 m
G0 1.051831010 Nm22 L 2.0 m
r 2740 kgm23 h 0.1

TABLE III. The first 15, b iR2 for a hollow bar withR2 :R152.

i b iR2

1 6.8138
2 12.8553
3 19.0457
4 25.2808
5 31.5347
6 37.7982
7 44.0673
8 50.3399
9 56.6149

10 62.8915
11 69.1692
12 75.4479
13 81.7273
14 88.0072
15 94.290

TABLE IV. The first five modal frequencies in the examples.

Example 1 f im , ~Hz! 98.0 293.9 489.8 685.7 881.7
( i , m) ~1,0! ~2,0! ~3,0! ~4,0! ~5,0!

Example 2 f im , ~Hz! 244.9 734.7 884.5 1123.4 1224.5
( i , m) ~1,0! ~2,0! ~1,1! ~2,1! ~3,0!
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intensity vector field in any lateral cross section of the bar.
Because of the large moment input near the outer sur-

face of the hollow bar, a large intensity vector flowing to-
wards the negativez direction can be observed. This part of
the intensity field carries the major part of the input power.
While attenuated along their flow path in the region of
1.5 m,z,2.0 m, the intensity vectors flow towards the in-
ner surface. Betweenz50.9 m andz51.5 m, the major part
of the power flow is carried out by the intensity field close to
the inner surface. Aroundz50.9 m, the intensity vectors
start to flow towards the outer surface and in the positivez
direction. As a result, a vortex of structural intensity field can
be identified in Fig. 6.

V. COMPARISON WITH THE ONE-DIMENSIONAL
THEORY

The structural intensity obtained from the three-
dimensional modeling is compared with that from the one-
dimensional torsional wave theory. The results are summa-
rized as follows:

~1! Under the excitation of a moment due to symmetric and
linearly distributed forces@Eqs. ~10! and ~16!#, the tor-
sional displacement can be written asn5r û(z,t) as
shown in Eqs.~14! and ~24!. û represents the angular
displacement of the bar’s cross section and is indepen-
dent of r ~corresponding to the rigid cross-section
model!. Therefore, for this type of moment excitation,
Eq. ~2! is equivalent to the equation of torsion in the
one-dimensional theory:

]2û

]z22
r

G

]2û

]t2
52

1

GI0
mzd~z2z0!e

jvt,

whereGI0 is the torsional rigidity of the bar. The corre-
sponding vibrational intensity is a quadratic function of
r .

~2! If the external moment is not due to linearly distributed
forces@e.g., Eqs.~11! and ~17!#, the structural intensity
predicted by the three-dimensional model will be differ-
ent from that by the one-dimensional torsional wave
equation. As shown in this analysis, the distribution of
structural intensity componentI z in the z direction will
not be dependent onr quadratically. In addition, the
componentI r will not be zero for this case.

Figure 7~a! and~b! shows the vibrational intensity com-
ponentsI z and I r at four cross sections~z50.3, 1.0, 1.75,
and 1.95 m! of the hollow bar described in Table II under the
excitation of a unit moment due to cubically distributed body

FIG. 3. 2Z(z) as a function of frequency atz50.3L ~case C,z05L, h
50.1!.

FIG. 4. 2Z(z) curves at first four resonance frequencies:f 1598.0 Hz, f 2

5293.9 Hz, f 35489.8 Hz, f 45685.7 Hz~case C,z05L, h50.1!.

FIG. 5. 2Z(z) curve for case C~z050.4L, h50.1, f 5200 Hz!.

FIG. 6. Structural intensity vector field~case D,h50.1, f 5900 Hz, mz

51 Nm!.
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force applied atz05L. The driving frequency is at 100 Hz
which is lower than the first resonance frequency~244.9 Hz!.
The intensity components are calculated respectively using
the three dimensional model and the one dimensional tor-
sional theory. For such a low-frequency excitation, the two
models give similar intensity distribution along ther direc-
tion at those cross sections away from the driving moment.
Near the driving moment, a difference occurs. The 3-D so-
lution tends to show the dependence of the intensity onr in
a nonquadratic relationship, while the result from the classi-
cal torsional theory shows the quadratic dependence onr .
However, the total power flow in thez direction calculated
from these two models are still very close. The calculated
results of the power flow componentspz5*SI z dS at the
four cross sections obtained from the two models show the
deviation between the two predictions is less than 3% away
from the driving location. Very close to the driving location
the deviation is about 13%. This large derivation comes from
the fact that near the driving location a significant portion of
the structural intensity is in the negativer direction, while
the one-dimensional theory fails to predict that. In Fig. 7~b!,
it is clearly shown that the intensity flow in ther direction

does exist, while the one-dimensional torsional theory can
only give zero intensity component in this direction. Near the
driving location atz51.95 m, large intensity component in
the r direction can be identified. This explains why the 3-D
solution gives smaller power flow in thez direction at the
cross section near the driving moment.

The second example shows the characteristics of the tor-
sional intensity field due to a high-frequency excitation. The
driving frequency is at 900 Hz, which is above the third
resonance frequency of the bar~884.5 Hz!. The vibrational
intensity componentsI z are presented in Fig. 8~a!, where the
3-D intensity differs markedly from that predicted by the 1-D
theory. For this case, the one-dimensional theory simply can-
not provide any relevant information. The componentsI r are
presented in Fig. 8~b!. They show that the intensity flows
along ther axis are not all in the same direction, which
indicates a possible vortex pattern, as shown in Fig. 6.

VI. CONCLUSIONS

The vibrational intensity of torsional waves in solid and
hollow cylindrical bars is analytically investigated in this
paper. The expressions of the three-dimensional torsional re-

FIG. 7. Comparison with one-dimensional model at the lower frequency
( f 5100 Hz, h50.1 mz51 Nm!. ~a! I z ; ~b! I r ~solid curve: exact solution;
dotted curve: 1-D model!.

FIG. 8. Comparison with one-dimensional model at the higher frequency
( f 5900 Hz, h50.1 mz51 Nm!. ~a! I z ; ~b! I r ~solid curve: exact solution;
dotted curve: 1-D model!.
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sponse in the bars are obtained and they satisfy exactly the
governing elastic equations and prescribed boundary condi-
tions. The significance of the analytical results is illustrated
using two examples~pipelike and turbinelike hollow bars!.
Useful observations are summarized as follows:

~1! Except for the moment excitation due to body forces
linearly distributed in ther direction, the axial symmetri-
cally excited torsional intensity usually have two non-
zero components in both thez direction andr directions
of cylindrical bars. Complex intensity vector field pat-
terns may be observed for the excitation at higher fre-
quencies. For this case, the largest intensity values may
not necessarily occur near the outer surface of the bar,
and vortex patterns may be observed in the intensity vec-
tor field.

~2! When the bars are excited by a moment excitation due to
linearly distributed body forces~axially symmetric!, the
predicted torsional response and intensity using the
three-dimensional results are identical to that obtained
from the one-dimensional torsional wave theory. If the
moment excitations are due to axial symmetrical body
forces other than the linearly distributed one, the one-
dimensional theory can only give useful results in pre-
dicting low frequency power flows. For the intensity dis-

tribution at the high frequencies, the 3-D solution has to
be employed to obtain the intensity component in the
radial direction and the intensity vector near the source
of the excitation. For this type of moment excitation at
high frequencies, the three-dimensional solution has to
be used in the prediction of the structural intensity field,
because the one-dimensional torsional theory fails to
provide any useful information.
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The dynamic and acoustic response of an unbaffled rotating disk, subjected to a space-fixed
harmonic lateral force, is investigated. The plate is supposed to be clamped at the inside and free at
the outer boundary. The exciting force being space-fixed, the mass and stiffness matrices, obtained
from the variational method combined with the Rayleigh–Ritz approach in the rotating frame, are
converted back to the nonrotating frame, where the generalized force and the displacements of the
plate are evaluated. The related acoustic pressure, neglecting fluid loading, is determined using a
boundary element formulation. Special attention has been given to ensure correct modeling of the
unbaffled condition on the radiation of the plate. Results are presented to show the effect of rotation
for both dynamic response and acoustic radiation. A practical case is also investigated: the circular
saw. To simulate the exciting force of the saw, a measurement of the force induced by one tooth has
been done. Then, a retarded-time sum has been performed to account for the exact number of teeth.
© 1998 Acoustical Society of America.@S0001-4966~98!02903-8#

PACS numbers: 43.40.Dx, 43.40.Rj@CBB#

INTRODUCTION

The vibration analysis of a circular or annular plate has
generated a lot of interest. This interest naturally comes from
the similarity with industrial application such as compact and
computer disks, train wheels, circular saws, etc. Most of this
interest, however, has been concentrated on the free vibra-
tion. Weisensel~1989! has reported 19 papers on the annular
plate~rotating or not! and even more than that for the circu-
lar plate. The subject is well covered.

Possibly due to the fact that all the main vibration phe-
nomena have been studied with free vibration analyses, the
forced response has received less attention. Hondaet al.
~1985! have studied the modal response of an annular plate
to a rotating force. Although in their analysis it was the force
instead of the plate that was rotating, it is still a similar
problem. Their results were consistent with the results on the
free vibration. This subject is also well mastered.

On the acoustic radiation, three papers~Lee and Singh,
1992, 1994; Beslin and Nicolas, 1996! have been found.
Those studies were focused mainly on the modal radiation
efficiency. Lee and Singh~1992, 1994! determined analyti-
cally the modal radiation efficiency and modal radiation
power of a rotating baffled plate, in a rotating frame of ref-
erence. The effect of rotation was considered through cen-
trifugal stresses~Sinha, 1987! and the retarded source
Green’s function, but the doubling of modes due to a nonro-
tating frame of reference was not considered~Tobias and
Arnold, 1957!. Since most applications involve nonbaffled
plates, the Lee and Singh methods and calculations do not
apply directly. Furthermore, the calculations were performed
in the rotating frame of reference, which is restrictive since
the human observer is obviously not in that frame for most
applications~circular saws, compact and computer disks,
etc.!.

Recently, Beslin and Nicolas~1996! considered the
modal radiation efficiency of an unbaffled rotating annular
disk, in both frames of reference~rotating and nonrotating!.
Hence the doubling of modes due to rotation is considered,
however, the centrifugal stresses are not. For most applica-
tions ~circular saws, compact and computer disks, train
wheels! this is a good approximation. Indeed, studies~Côté,
1994! have shown that the effect of centrifugal stresses is not
very important when the rotation speed is low. Beslin and
Nicolas ~1996! have developed a criterion to classify the
modes as radiating or nonradiating modes, based on the ra-
diation efficiency at the natural frequencies of the plate, con-
sidering that all modes have the same imposed velocity~am-
plitude!. Using this criterion Beslin and Nicolas have
concluded that only the modes with a high number of nodal
circles can radiate. In the case of a mode with a low number
of nodal circles, it can radiate but only if its number of nodal
diameters is very high. They have also concluded that the
effect of rotation, namely the doubling of modes, has negli-
gible effects on the radiation. Beslin and Nicolas’s work
gives good insight into the radiation mechanism of an un-
baffled rotating plate. However, it is the belief of the authors
that most applications violate their main assumption~equally
excited modes using an imposed velocity!.

To summarize the literature review, the free and forced
vibration analysis of an annular plate has been well covered.
However, for the acoustic radiation, only the radiation effi-
ciencies have been studied and the assumptions made are
somewhat limiting. Indeed, Lee and Singh~1992, 1994! used
a baffled plate, and neglected the doubling of modes due to
the nonrotating frame of reference. Beslin and Nicolas
~1996! did include those characteristics in their model but
they considered anequally imposed velocity (amplitude)on
each mode. The present analysis eliminates these limitations.
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It investigates the specific response of an unbaffled annular
plate due to an exciting force. Using this approach, this paper
studies the vibroacoustic behavior of an unbaffled rotating
plate. The presented analysis especially shows the influence
of the rotation and the excitation on the vibroacoustic re-
sponse of the plate. Due to the more general assumptions of
the presented analysis, in certain situations, conclusions dif-
ferent from those of Beslin and Nicolas~1996! are obtained.

The paper is organized as follows. After a brief descrip-
tion of the model and assumptions in Sec. I, the analysis
continues by presenting the vibration response of the disk to
an exciting force~Sec. II!. This section does not show any
new phenomena but helps in understanding the acoustic ra-
diation phenomena presented in Secs. III and IV. In Sec. III,
the vibroacoustic frequency response of the plate is analyzed.
This section presents the particularities of the acoustic re-
sponse. And, in Sec. IV, an excellent first approximation of a
circular saw’s response is presented, simply by considering
an estimation of the nonconstant exciting force. Using this
numerical model, conclusions of the effect of rotation on the
acoustic response of a circular saw are drawn.

I. MODEL AND ASSUMPTIONS

The geometry of the model is given in Fig. 1. A rotating
annular plate clamped on the inside and free at the outer
boundary is excited by a harmonic force. The force is oscil-
lating at frequencyv and is acting normal to the plate. Note
that an in-plane force could also be modeled but since only
the transverse displacement is important to the acoustic ra-
diation, the in-plane force is ignored. The acoustic medium is
air with no boundary~infinite space! and the plate is un-
baffled except at the center~gray area in Fig. 1!. A cylindri-
cal set of coordinates, rotating with the plate, is used. In
addition, the following assumptions are made:

The material is isotropic and homogeneous.
The thickness is constant.
The displacements are small~within linear theory!.
The torsion is neglected.
The fluid loading on the plate is neglected.
The in-plane displacements are neglected.

II. VIBRATION

A. Equation of motion in the rotating frame of
reference

Côté ~1994! has investigated the free vibration of a thick
rotating annular plate in the rotating frame of reference, for
calculation convenience. The free motion of the disk is de-
scribed using the variational principle. To solve for the plate
motion, the method of assumed modes is used where the
displacement field variables are expanded over an admissible
polynomial set of trial functions with unknown amplitudes.
One should note here that, due to the circular geometry of
the plate, the chosen set of trial functions separates into two
types of orthogonal waves: the symmetric and antisymmetric
waves.

w5(
p,n

r p~r 2j!2@Cpn
s cos~nu!

symmetric waves

1Cpn
a sin~nu!]ej vt

antisymmetric waves

, ~1!

whereCpn
s andCpn

a are unknown constants~amplitudes!. Su-
perscriptss and a refer to symmetric and antisymmetric
waves, respectively.

Using Hamilton’s principle, Coˆté ~1994! obtained the
generalized equation of motion expressed in the rotating
frame of reference

@MR#$Ẍ%Rot1@KR#$X%Rot5$0%, ~2!

where @MR# and @KR# are the mass and stiffness matrices,
and $X%Rot contains the unknown amplitudes in the
Rayleigh–Ritz expansion~termsCpn

s andCpn
a 1!. Explicit ex-

pressions for@MR# and@KR# can be found in Coˆté ~1994!. It
must be emphasized that those matrices account for the ef-
fect of shear deformation, rotatory inertia, Coriolis accelera-
tion, variation of inertia due to plate vibration, and the cen-
trifugal stresses. Therefore the model is very general.

Resolution of Eq.~2! yields the natural frequencies and
the mode shapes of the system in the rotating frame of ref-
erence. Mode shapes are defined with two indices (m,n),
wherem defines the number of modal circles andn defines
the number of nodal diameter. Figure 2 shows a sketch of
mode shapes~0,0! and ~1,2!.

B. Equation of motion in the fixed frame of reference

It is preferable to have the response of the plate in the
observer’s reference frame. For several applications~circular
saw, train wheels, computer disk, etc.!, the observer’s refer-

FIG. 1. Harmonic force acting on a rotating clamped-free annular plate.

FIG. 2. ~a! mode shape~0,0! and ~b! mode shape~1,2!.
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ence frame is the space-fixed frame of reference. Therefore
the equations of motion are transformed into the fixed refer-
ence frame.

For a given circumferential ordern @see Eq.~1!#, the
symmetric and antisymmetric waves, rotating with the plate,
are related to the corresponding space-fixed symmetric and
antisymmetric waves by the following equation,

H sym. wave
antisym. wave

J
Rot

5Fcos~nVt ! 2sin~nVt !

sin~nVt ! cos~nVt !
G

3H sym. wave
antisym. wave

J
Fix

, ~3!

where V is the angular speed of rotation. The theoretical
development to obtain this equation is formulated in the Ap-
pendix. Thus the global vector$X%Rot given in Eq.~2! may
be related to the corresponding vector in the space-fixed
frame of reference$X%Fix . Using this transformation matrix
@Eq. ~3!#, Eq. ~2! becomes,

@MR#$Ẍ%Fix1~2nV@MR#@R# !$Ẋ%Fix

1~@KR#2n2V2@MR# !$X%Fix5$0%, ~4!

where @R# is a block diagonal matrix with each block de-
fined as

@Rb#53
0 21 0 0 0 0

1 0 21 0 0 0

0 1 0 21 0 0

0 0 1 0 21 0

0 0 0 1 0 21

0 0 0 0 1 0

4 .

Equation~4! is the generalized equation of motion expressed
in the space-fixed frame of reference. Two points should be
noted here. First, one must not be mistaken by Eq.~4!, rota-
tion does not have the effect of adding damping. Indeed, this
equation may be separated into two equations: one for sym-
metric waves and the other for nonsymmetric waves~Côté,
1994! with classic eigenvalue form. Second, resolution of
those equations yields the natural frequencies and the mode
shapes defined in the nonrotating frame of references. The
mode shapes are the same in both references~rotating or not!
but the natural frequencies follow the relationship~Tobias
and Arnold, 1957; Coˆté, 1994!

vmn5vmn
R 6nV, ~5!

wherevmn andvmn
R are the circular frequencies of the fixed

and rotating frame, respectively, and whereV is the angular
speed of rotation.

To calculate the forced response of the rotating disk, the
work done by the harmonic point force is added to the La-
grangian of the system. Expanding the transverse displace-
ment of the disk over the polynomial set of trial functions,
with the constants expressed in the nonrotating frame of ref-
erence, one obtains,

$Fg%5E
S
XF~r ,u,t !(

p,n
r p~r 2j!2@C̄pn

s cos~nu!

1C̄pn
a sin~nu!#eivtCdS, ~6!

whereF(r ,u,t) is a force acting normal to the plate andS is
the surface of the plate.

With the addition of Eq.~6! into Eq. ~4!, the following
linear system is obtained for the forced response,

@MR#$Ẍ%Fix1~2nV@MR#@R# !$Ẋ%Fix

1~@KR# f 2n2V2@MR# !$X%Fix5$Fg%. ~7!

It is important to note that, even though the plate is rotating,
the system is still linear: A force acting at a certain frequency
will generate a displacement at this same frequency. For the
rest of this paper, all the calculations and results are done in
the fixed reference frame.

C. Validation of the vibration calculation

The proposed approach has been validated for a nonro-
tating disk by comparing it with experimental data. The disk
used for the purpose of the experiment was a circular saw
made of steel without the teeth. The excitation was produced
at a radius of 16 cm with a Bru¨el & Kjaer type 8292 impact
hammer equipped with a type 8200 force transducer. The
response was taken at the same point by a laser vibrometer
~Polytec OFV302 head and OFV2600 controller! and ana-
lyzed with the Bru¨el & Kjaer dual channel type 2032 ana-
lyzer. The measurement setup and technique are described
by Couture and Champoux~1994!.

The outer diameter of the saw is not constant to allow
evacuation of cut wood. The analytical formulation is not
adapted to model such variation in the outer diameter, the
average outer diameter was used instead~17.3 cm!. The ex-
act thickness (h53.048 mm) and the inner diameter~6.35
cm! of the saw were used in the model. The typical density
(r57800 kg/m3), structural damping coefficient2 (h
50.009), and Young’s modulus (E5215 GPa) of steel were
used. The results are given in Fig. 3. The agreement between

FIG. 3. Forced vibration of a disk: theory versus experiment@a5173 mm,
b563.5 mm, h53.048 mm, r57800 kg/m3, E5215 Gpa, n50.32, F
51 N, h50.009#, ———: experiment. –––: theory.
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the model and experiment is excellent. The only exception is
the experimental peak at 496 Hz which is due to a problem
with the analyzer used. The analyzer creates a lot of noise at
the medium frequency when performing a zoom. Concerning
the validation of the forced vibration of arotating disk, the
authors are not aware of any published experimental or ana-
lytical results. However, the validation of the proposed ap-
proach may be assumed from the correctness of the free vi-
bration analysis of a rotating plate~Côté et al., 1997!, and
the forced response of the stationary disk.

D. Review of the main phenomena for the vibration
response

In this section, a number of conclusions drawn from the
proposed approach will be discussed. It must be noted that
these phenomena are well known. The idea is to recall these
phenomena as they will serve in the acoustic radiation analy-
sis. In Fig. 4, the effect of rotation on the mean-square ve-
locity of a steel disk is presented. The same disk used in the
validation section is considered. The mean-square velocity of
the disk due to a point force excitation at a radius of 16 cm,
where the disk is stationary, is compared to the case where
the disk is rotating (V53600 rpm).

It may be observed that apart from the~0,0! mode, rota-
tion doubles the number of natural frequencies for each
mode. This is a consequence of the fact that the solution is
expressed in a space-fixed frame of reference. In this frame,
a mode is the superposition of a forward and a backward
traveling wave~Tobias and Arnold, 1957!. This effect is il-
lustrated for mode~0,2! in Fig. 4. One may see that the~0,2!
resonant frequency initially at 242 Hz is now ‘‘doubled,’’
appearing at 142 Hz for (0,2)2 and 382 Hz for (0,2)1. This
effect may be very important from a practical viewpoint,
since the vibration behavior of the disk will be conditioned

by the spectra of the excitation force. As a consequence, by
doubling the number of natural frequencies, the chances of a
coincidence between the vibration of the disk and the excit-
ing spectrum are substantially increased~Honda et al.,
1985!. For a narrow-band excitation, this can lead to a sig-
nificant change in the vibration output of the plate. This is
crucial from a design viewpoint. However, this is not the
same for a broadband excitation case. Indeed, the overall
mean-square velocity level over the frequency range pre-
sented in Fig. 4~100–400 Hz! does not change noticeably
~127.3 dB with rotation and 127.7 dB without rotation!.

Another classical effect of rotation~Sinha, 1987!, appar-
ent in Fig. 4, is the increase of the natural frequencies due to
the centrifugal stresses~CSE!. This effect is more apparent
for mode~0,0! since the frame of reference has no doubling
effect on this mode. Its frequency has been increased by 13
Hz ~7%!. Also, it must be noted that the phenomena of mode
separation and frequency shift are the main rotation influence
on the forced response. The Coriolis acceleration and varia-
tion of inertia have been included but were found to be neg-
ligible ~Côté, 1994!.

III. ACOUSTIC RADIATION

A. Theory

The vibration response calculated in the last section will
now be used as an input to obtain sound radiation. Note that
the acoustic radiation calculations can all be performed in the
fixed reference frame, since the velocity distribution is given
in that frame.

The acoustic pressure radiated by the disk is given by
the Helmholtz integral equation~Pierce, 1980!,

FIG. 4. Effect of rotation@a5173 mm, b563.5 mm, h53.048 mm,r57800 kg/m3, E5215 Gpa,v50.32, F51 N#, ———: 0 rpm, –––: 3600 rpm;
(m,n)1: mode with an increased natural frequency; (m,n)2: mode with a decreased natural frequency.
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p~x!5E
Sr

Fp~y!
]G~x,y!

]ny
2G~x,y!

]p

]ny
GdSy , ~8!

wherex denotes a point in the fluid,y a point on the plate,ny

is the outward normal to the plate surface at pointy,
G(x,y)5e2 jkr /4pr is the free-field Green’s function withr
the Euclidean distance between pointsx and y, k is the
acoustic wave number, andST the total surface of the disk
~including the two faces!.

Since the disk is assumed to be thin, there is a continuity
of the normal velocity through the disk plane and a discon-
tinuity of the acoustic pressure. Denotingm5p12p2, the
pressure jump through the disk, and defining the normal to
be in the direction fromp2 to p1, Eq. ~8! reduces to

p~x!5E
S
m~y!

]G~x,y!

]ny
dSy , ~9!

whereS denotes the upper surface of the disk.
Using the continuity condition between the annular plate

and the fluid displacement at the surface of the plate, Eq.~9!
becomes

r0v2~u–nx!5
]

]nx
E

S
m~y!

]G~x,y!

]ny
dSy , ~10!

where (u–nx) denotes the normal displacement at pointx of
the disk. Note that the surface integral is to be taken in the
sense of Hadamard’s finite part. To evaluate Eq.~10! and
alleviate the hypersingularity, a variational approach is used
~Hamdi, 1981!. First, Eq.~10! is multiplied by an arbitrary
regular functiondm and the result is then integrated over the
plate surface. Since we have no pressure jump along the
edges of a thin plate, the following relation is found:

r0v2E
S
dm~x!~u–nx!dSx

5E E
S

]2G~x,y!

]nx ]ny
dm~x!m~y!dSy dSx . ~11!

In the case of a thin structure, the singular integral in Eq.
~11! may be regularized using the procedure described in
Hamdi ~1981! which leads to

r0v2E
S
dm~x!~u–nx!dSx

5E E
S
k2~nx–ny!G~x,y!dm~x!m~y!dSy dSx

2E E
S
@nx∧“xdm~x!#–@ny∧“xm~y!#G~x,y!dSy dSx .

~12!

To solve Eq.~12! a boundary element method is used. In this
paper Eq.~12! is first discritized using linear triangular ele-
ments. Since the pressure jump decreases rapidly at the
disk’s outer boundary, a finer mesh should be used near the
boundary. The numerical evaluation of the singular integrals
~5cross influence terms! is made through a Radau-hammer
integration scheme while the integration of the singular term

~5self-influence terms! is made using a semianalytical ap-
proach. Next, using the variational principle, the solution of
Eq. ~12! is found.

Once the acoustic pressure jump is determined, the
acoustic indicators can be calculated~e.g., acoustic power
and radiation efficiency! using a simple numerical integra-
tion technique~Gauss quadrature!.

B. Validation of the acoustic radiation

The results of the acoustic radiation method have also
been validated. The comparison is made with results ob-
tained by Williams~1983! on an unbaffled piston. Figure 5
shows the mesh used. This mesh has been checked to ensure
that convergence is reached. Figure 6 presents the compari-
son of the pressure on the surface of the disk calculated using
the methods presented in this paper and the data from Will-
iams ~1983!. The piston characteristics are given in the cap-
tion of this figure. The agreement is excellent.

C. Results and discussion on the acoustic radiation

The same disk, as in the forced vibration section, is
used. The acoustic power and the mean-square velocity of
this plate is presented in Figs. 7 and 8. For the nonrotating
case, it can be seen in Fig. 7 that only a few modes are
radiating. Indeed, the contributions of mode~0,0! and mode
~0,1! are so strong that it masks all the other modes in this
frequency range. It is difficult to know the real contribution
of mode~0,1! since it has almost the same natural frequency
as mode~0,0!. But, we can expect it to be between those of
mode~0,0! and mode~0,2!. This is especially apparent when
mode ~0,2! is resonant where only a tiny peak was able to
emerge. It is no surprise that modes~0,2!, ~0,3!, and~0,4! are
radiating much less since they have 2, 3, and 4 nodal diam-
eters respectively, creating a recirculation process of the en-
ergy at the surface of the plate that allows less energy to
escape to the far field~Krishnappa and McDougall, 1989!.
The radiation efficiency of mode~0,0!, ~0,1!, and ~0,2! pre-
sented in Fig. 9 confirms this fact. It is quite clear that over

FIG. 5. Mesh of the plate.
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the 0–700-Hz frequency range, mode~0,0! has the highest
radiation efficiency, then~0,1! and finally ~0,2!.

In Fig. 8, the acoustic response of the rotating plate is
shown. A first look at the figure tells that rotation has the
effect of increasing the number of radiating modes. Five
peaks are clearly visible in the figure. All these peaks come
from modes with high-shifted natural frequencies except for
mode~0,1!, where the natural frequency has been decreased.
The explanation for this is in the modal radiation efficiency
which increases with frequency@for frequencies under the
critical frequency of radiation~Junger and Feit, 1993!#. The
modes whose natural frequency have been reduced radiate
less and the modes whose natural frequency have been in-

creased radiate more. The contribution of mode~0,1! is now
visible since its natural frequency has been shifted. Its con-
tribution is between those of mode~0,0! and mode~0,2! as
expected. Since it has only one nodal line~one nodal diam-
eter!, it has been able to emerge from the contribution of
mode~0,0!.

In summary, rotation increases the number of radiating
modes due to both the doubling of modes and the fact that
radiation efficiency increases with the frequency. The prac-
tical importance of this result depends on the excitation, as
for the forced vibration. When the plate is excited by a
narrow-band excitation, the effect of rotation might be very
important since the number of radiating modes has increased.

FIG. 6. Comparison of pressure on the surface of an unbaffled piston@a50.2 m, W5131025 m/s, ka52, c5340 m/s,r051.2 kg/m3# —L—: Williams
~1983!, ---j---: present study.

FIG. 7. Acoustic power and mean-square velocity of a disk excited by a harmonic point force@a5173 mm,b563.5 mm,h53.048 mm,r57800 kg/m3,
E5215 GPa,v50.32,F51 N# ———: acoustical power, ref. 1310212 W, ----------: mean-square velocity, ref. 2310215 m2/s2.
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The chances of hitting a natural frequency are therefore in-
creased. In contrast, for a wide spectral excitation several
modes are excited anyway and the total radiated sound
power is the same with or without rotation~93 dB when
rotating, 94 dB with no rotation!.

IV. PRACTICAL CASE: A CIRCULAR SAW

Using the general method developed, a simple yet quite
real numerical model of a practical application can be ob-
tained by using an estimation of the input force. This section
will study the case of a circular saw.

A. Determination of the input force

First, the input force must be estimated. The transverse
input force of a single saw tooth has been measured~Woj-
towicki, 1993!. Figure 10 presents the results of the measure-
ment.

To account for the exact number of saw teeth, the total
input force equals the retarded-time sum of all the teeth.
Considering thats0(t) is the input force of one tooth, one
finds that the total input force is

s~ t !5s0~ t !1s0S t2
2p

VNd
D1s0S t2

2p* 2

VNd
D

1•••1s0S t2
2p* ~Nd21!

VNd
D ,

whereNd is the number of teeth andV is the speed of rota-
tion as usual.

This equation can be rewritten in a more compact form,

s~ t !5s0~ t !* (
i 50

Nd21

dS t2
2p i

VNd
D ,

where the asterisk represents a convolution product.
Performing a Fourier transform, one obtains,

FIG. 8. Acoustic power and mean-square velocity of a rotating disk excited by a harmonic point force@a5173 mm, b563.5 mm, h53.048 mm, r
57800 kg/m3, E5215 GPa, v50.32, V53600 rpm, F51 N# ———: Acoustical power, ref. 1310212 W, ----------: mean-square velocity, ref. 2
310215 m2/s2; (m,n)1: mode with an increased natural frequency; (m,n)2: mode with a decreased natural frequency.

FIG. 9. Radiation efficiency of mode~0,0!, ~0,1!, and~0,2!. ———; ~0,0!;
--------; ~0,1!; and –•–•–•–•; ~0,2!. FIG. 10. Transversal input force spectrum of a saw tooth.
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s~v!5s0~v! (
i 50

Nd21

e2 j ~2p i /VNd!v. ~13!

This last equation is the equation used as the input force of
the circular saw. Figure 11 presents this force over the fre-
quency range 0–2000 Hz.

B. Vibroacoustic analysis of a circular saw

The next two figures~Figs. 12 and 13! present the re-
sponse of an annular plate~the same as the forced vibration
and acoustic radiation sections! subjected to the input force
of Fig. 11. Each figure has two curves: one for a rotating
plate and one for a nonrotating plate. It must be noted that it
is a theoretical case: The force of Fig. 11 cannot exist if the
circular saw is not rotating. Still, this force can be theoreti-
cally injected into the model of a nonrotating and a rotating
plate. Hence the effect of rotation can be evaluated.

Figure 12 presents the mean-square velocity of the plate
while Fig. 13 presents the sound power. The two main influ-
ences on the response of the plate are visible in those figures:

the excitation and the modal responses. Indeed, the pattern of
the input force~Fig. 11! is clearly apparent in Figs. 12 and
13. The main difference is the peaks that Figs. 12 and 13
have. Those peaks are due to the modal response of the plate:
each peak is a mode. Although the number of modes and
their natural frequency are quite different for the nonrotating
and the rotating plate, the global response does not change
very much. That confirms what we expected from the analy-
sis of the annular plate with a constant force over frequency.

Over the frequency range shown, the amplitude of vibra-
tion and sound radiation is governed by the first modes,
meaning modes~0,0!, ~0,1!, and ~0,2!. Therefore to reduce
the vibration and acoustic output of the circular saw, work
must be done on those modes first, whether or not rotation is
considered. In that sense, rotation is negligible.

This result is in contradiction with Beslin and Nicolas’
~1996! conclusions that modes (1,x) and (2,x) should radiate
more than mode (0,x), especially for a low number of nodal
diameters. As stated in the Introduction, Beslin and Nicolas’
~1996! conclusions were reached by considering the same
amplitude for each mode. This is certainly not the case here
~see Fig. 12 for mean-square velocity!. Therefore Beslin and
Nicolas’ ~1996! conclusions do not apply in this case.

In summary, the effect of rotation on a circular saw is
negligible, in terms of vibration and acoustic radiation. This
is due to the fact that the excitation of a circular saw is a
wideband excitation, thus every mode is excited to a certain
degree. The fact that rotation shifts and increases that num-
ber of modes does not have an important effect on the global
response since it is already very rich. In passing, one must
note that rotation is important from the instability viewpoint.
Indeed, at certain speeds the plate becomes unstable. Those

FIG. 11. Estimation of the input force spectrum of a circular saw.

FIG. 12. Mean-square velocity of a circular saw@a5173 mm,b563.5 mm,h53.048 mm,r57800 kg/m3, E5215 GPa,n50.32#. ———: stationary plate,
------------: rotating plate.
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speeds are called critical speeds of rotation~Mote and Szy-
mani, 1978!.

V. CONCLUSION

The effect of rotation on the forced response and acous-
tic output of an unbaffled disk excited by a fixed harmonic
force has been investigated. The generalized equation of mo-
tion expressed in a rotating plate obtained by Coˆté ~1994!
has been transformed in the space-fixed frame of reference
where they have been solved for the transverse displace-
ments. The related pressure on the surface of the plate has
been obtained by a boundary element method.

The effect of rotation on the forced response, which is to
double the number of natural frequencies, has been dis-
cussed. For a narrow-band excitation, this might have a very
important effect since the probability of hitting a natural fre-
quency has doubled. But, for a wide spectral excitation, the
total mean-square velocity has not been found to change sig-
nificantly between disks that rotate and those that do not
rotate.

The acoustical response of the plate was first investi-
gated for a nonrotating plate. It has been found that a mode
with one~or more! nodal diameters radiates less than a mode
with no nodal diameter. The rotation changes that. Indeed,
for the cases studied more modes were found to radiate. The
new radiating modes where the ones with an increased natu-
ral frequency. Finally, from a practical viewpoint, rotation
has a similar effect on the acoustic response and the forced
response. That is, a narrow-band excitation might give very
different results with or without the rotation while for a wide
spectral excitation there is no significant change. This has
been confirmed with a practical case: the circular saw.

APPENDIX: CONVERSION OF REFERENCE SYSTEM

The objective is to obtain a relation between the vector
of symmetric and antisymmetric waves expressed in the ro-
tating frame of reference and the vector of symmetric and
antisymmetric waves expressed in the nonrotating frame of
reference. Starting with Eq.~1! which has been reproduced
here,

w~r ,u,t !5(
p,n

r p~r 2j!2@Cpn
s cos~nu!

1Cpn
a sin~nu!#ejwt, ~A1!

one uses the relation between a rotating and a nonrotating
frame,

r⇒r , u⇒u1Vt, ~A2!

to obtain

w~r ,u,t !5(
p,n

r p~r 2j!2@Cpn
s cos~nu1nVt !

1Cpn
a sin~nu1nVt !#ejwt. ~A3!

With the development of the trigonometric functions

w~r ,u,t !5(
p,n

r p~r 2j!2@cos~nu!~Cpn
s cos~nVt !

1Cpn
a sin~nVt !!1sin~nu!~2Cpn

s sin~nVt !

1Cpn
a cos~nVt !!#ejwt. ~A4!

This equation expressed this way,

FIG. 13. Acoustic power of an annular plate subjected to a circular saw’s input force@a5173 mm, b563.5 mm, h53.048 mm, r57800 kg/m3, E
5215 GPa,v50.32#. ———: Stationary plate, -----------: Rotating plate.
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w~r ,u,t !5(
p,n

r p~r 2j!2@C̄pn
s cos~nu!

1C̄pn
a sin~nu!ejwt ~A5!

where

H C̄pn
s

C̄pn
a J 5F cos~nVt ! sin~nVt !

2sin~nVt ! cos~nVt !
G H Cpn

s

Cpn
a J ~A6!

relates the amplitude of the assumed modes from the rotating
frame to the nonrotating frame of reference, which is exactly
the inverse of what Eq.~3! presents.

1To alleviate the presentation only the transverse displacement has been
shown, but rotations and in-plane displacements have also been discretized
in the model.

2Damping has been included in the model by the use of a complex Young’s
modulus:Ē5E( l 1h).
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Active control of sound radiation from a plate
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This paper presents a new volume displacement sensor~made of shaped strips of PVDF film! and
the experimental implementation of this sensor in an active control system. A design strategy for a
PVDF sensor detecting the volume displacement induced by a vibrating 2D structure is presented.
It is based on the modal representation of the plate response. It actually consists in designing a
PVDF sensor, composed of several shaped PVDF strips bonded to the surface of the structure, in
such a way that the output signal of the sensor is directly proportional to the volume displacement.
The design methodology is based on the experimental measurements of the plate mode shapes
~eigenfunctions! and is valid for any type of boundary conditions. The experimental implementation
of such a volumetric sensor in an active control system is then presented. The experimental results
obtained validates this new type of volume displacement sensor. ©1998 Acoustical Society of
America.@S0001-4966~98!00703-6#

PACS numbers: 43.40.Vn, 43.38.Fx@PJR#

INTRODUCTION

The two main strategies for actively controlling sound
fields are active noise control~ANC! and active structural
acoustic control~ASAC!, first proposed by Fuller.1,2 The
ANC approach is based on controlling the acoustic field by
using loudspeakers as acoustic secondary sources, while the
ASAC approach directly modifies the response of the radiat-
ing structure by applying structural inputs as secondary
sources, i.e., modal restructuring.2 In general, the ASAC ap-
proach has been proved to require a smaller number of sec-
ondary sources for a global control of the acoustic field. Re-
cently, piezoceramic actuators embedded in or bonded to the
structure have been successfully used as structural secondary
sources for ASAC applications.3,4 These integrated-
distributed actuators overcome many of the disadvantages of
shakers.

In ASAC, the other component of prime importance is
the error sensor, which defines the type of information to be
minimized by the controller. Polyvinylidene fluoride~PVDF!
materials have been suggested as error sensors in the active
control of structural vibration,5,6 and more recently in the
active control of sound radiation.7–10 In the latter case, the
type of information measured on the structure by such sen-
sors has to be carefully defined so that the minimization of
this information effectively leads to a global attenuation of
the sound field. In this instance, PVDF materials provide
distributed sensors for which spatial filtering techniques can
be applied by tailoring the sensor shape, in order to select,

for example, the most efficient radiating modes in the struc-
tural response.

Since active control is most efficient at low frequencies,
the development of appropriate sensors to be used in ASAC
should be based on the low-frequency mechanisms of the
sound radiation from vibrating structures. For planar radia-
tors, it is well known that the sound radiation is directly
related to the velocity distribution over the surface of that
structure, for frequencies lower than the critical frequency. It
was shown11,12 that velocity distributions corresponding to
certain modes, i.e., odd–odd or symmetric modes for simply
supported and clamped boundary conditions, are the most
efficient radiators. Therefore, the sensor to be designed
should be able to mainly detect these well-radiating velocity
distributions. A strategy originally investigated by Fuller
et al.13 is to detect only the supersonic~radiating! compo-
nents of the structural wave number spectrum. Another ap-
proach is based on the ‘‘radiation modes’’ concept; it was
shown14,15 that the sound power can be written in terms of
radiation modes, which correspond to the eigenvectors of the
radiation impedance operator of the structure and radiate
sound independently. Recently, Snyderet al.10 have imple-
mented the active control of sound radiation from a simply
supported panel using PVDF film shaped in order to observe
the radiation modes of the panel. The first and most radiating
of these radiation modes was found to be the piston-type
mode. Such a mode actually represents the monopole behav-
ior of the structure and can be detected by measuring the net
volume displacement over the surface of the structure. Based
on this assumption, Rex and Elliott16 developed a ‘‘quadrati-
cally weighted strain integrating sensor,’’ i.e., a quadratically

a!F. Charette is currently working at the Vibration and Acoustics Laborato-
ries ~VAL ! of Virginia Polytechnic Institute & State University.
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weighted sensor measuring the volume velocity of the struc-
ture. This sensor can be implemented in practice in the form
of a piezoelectric cable or an optical fiber bonded on or em-
bedded in the structure. Using the same approach, Johnson
and Elliott17 showed that the volume velocity of a two-
dimensional structure can be measured by quadratically
weighting the sensitivity or the thickness of an extended
PVDF sensor covering the whole surface of the structure.
This solution being unrealistic in practice, it was approxi-
mated by shaping the sensor into quadratic or rectangular
strips.18 They successfully implemented active control of
volume displacement using such sensor on a plate and ob-
served significant reductions in the sound radiations. How-
ever, the disadvantage of their sensor design is that it has to
cover the whole plate surface, which may not be available in
many applications. Recently, Guigouet al.8 have success-
fully implemented active control of volume displacement in
the case of flexural beams, by using a single shaped PVDF
strip, and they observed significant attenuation of the radi-
ated sound field. The shape of the PVDF strip was based on
the mode shapes~eigenfunctions! of the beam. This last
work provides the basis of the present investigation.

The objective of this paper is to extend the concepts of
the abovementioned paper in the case of 2D structures. The
implementation of an extended, shaped PVDF sensor as a
volume displacement sensor is discussed in the case of a
rectangular panel with arbitrary boundary conditions; the
sensor shape is shown to be independent of the frequency
and type of excitation. Moreover, the strategy of minimizing
the volume velocity keeps the control architecture very
simple~single input control system!. Experimental results of
the volume displacement sensor and its use in an active con-
trol system are presented and discussed.

I. VOLUME DISPLACEMENT PVDF SENSOR

A. Description of the system considered

The mechanical system studied in this paper consists of
a rectangular clamped plate on which two piezoelectric ac-
tuators are bonded; see Fig. 1. A piezoelectric actuator is
composed of two identical colocated piezoceramic patches
on each side of the plate. The piezoceramic patches are as-
sumed to be perfectly bonded to the plate surface. A sym-
metric actuation~pure flexion! is induced in the plate when
the two piezoceramic patches are driven 180° out of phase.2

Here, one of the piezoelectric actuators is used to induce the
unwanted vibration~i.e., primary actuator! while the second
actuator is the control~i.e., secondary! actuator. The plate
dimensions and material properties are described in Table I.
The piezoceramic actuators characteristics and locations are
given in Table II.

The total transverse displacement of the plate under the
action of the primary and secondary actuators can be written
as a linear combination of modes,

w~x,y!5(
i 51

l

ŴiC i~x,y!, ~1!

where Ŵi is the modal amplitude andC i(x,y) is the i th
eigenfunction. The modal sum in Eq.~1! is truncated to ‘‘I ’’
modes.

B. Experimentally determined eigenfunctions

The design of the volume displacement sensor starts
with the determination of the plate eigenfunctions. In this
work, these eigenfunctions are determined experimentally,
even though theoretical approximations are available in the
case of clamped plate. The experimental determination of the
eigenfunctions can lead to a better representation of a par-
ticular ‘‘real’’ ~i.e., experimental! plate displacement, since it
takes into account the imperfections in the boundary condi-
tions, plate material, external loading, etc. Furthermore, us-
ing experimentally measured eigenfunctions would be natu-
ral for more complex plates for which no theoretical
approximations are easily available.

The plate was excited between 100 and 500 Hz, using
the primary PZT actuator, in order to obtain its modal char-
acteristics. A Bruel & Kjaer analyser was used to measure
the transfer function between the velocity signal from a laser
vibrometer@at a total of 144 (12312) regularly spaced mea-
surement points# and the excitation signal. The modal analy-
sis STAR SYSTEMS V5.0 package was then used to process
the data. This software uses a frequency domain curve-fitting
analysis to determine the modal characteristics. The experi-
mental mode shapesC i(x,y) are then represented as a com-
bination of polynomial trial functions,

C i~x,y!5 (
p50

P21

(
q50

Q21

Ai ,pqS x

Lx
plD pS y

Ly
plD q

. ~2!

Such trial functions are very general and may be used for
plates with arbitrary boundary conditions. In order to deter-
mine the unknown coefficientsAi ,pq of a mode shape, the
following system of equations has to be solved for each
mode ‘‘i ,’’

@wmnpq#$Ai ,pq%5$wi ,mn%. ~3!

The vector$wi ,mn% contains thei th modal displacement of
the mnth measurement point as provided by the STAR
SYSTEMS package. The vector$wi ,mn% thus contains 144
elements. The coefficients of the matrix@wmnpq# are given
by

wmnpq5S xm

Lx
plD pS yn

Ly
plD q

, ~4!

wherexm andyn are the positions of themnth measurement
point.

Reasonably small values ofP andQ in Eq. ~2! are suf-
ficient to reconstruct the first few modes of the plate. Con-
sequently, the values ofP andQ are usually smaller than the

TABLE I. Properties of the clamped plate.

Lx
pl 50.0 cm

Ly
pl 39.8 cm

Lz
pl 3.15 mm

Young’s modulus (E) 6.531010 Pa
Density ~r! 2800 kg/m3
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number of measurement points in each direction of the plate
and the linear system represented by Eq.~3! is overdeter-
mined. Therefore, a least mean square technique is used and
the following system has to be solved,

@wmnpq#
T@wmnpq#$Ai ,pq%5@wmnpq#

T$wi ,mn%. ~5!

The superscriptT indicates the transpose operator. A crite-
rion must be used to evaluate the accuracy of the polynomial
approximation obtained. The criterion suggested by Gerald
and Wheatley19 is to increase the degree of the approxima-
tion polynomials until a statistically significant decrease in
the variance of the approximation error is obtained. The vari-
ance of the error is defined as

x i
25

(m51
M (n51

N ~C i~xm ,yn!2wi ,mn!
2

M•N2P•Q21
, ~6!

where ‘‘M ’’ and ‘‘ N’’ are the total number of measuring
points in thex andy directions, respectively. Thus the orders
‘‘ P’’ and ‘‘ Q’’ of the approximation polynomials are se-
lected independently for each mode ‘‘i ’’ using Eq. ~6! as
criterion.

C. Structural volume displacement of a plate

In the present work, the cost function considered for the
active control system is the structural volume displacement

FIG. 1. Clamped plate studied.
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of the plate. The structural volume displacement is defined as
the integral of the transverse displacement over the surface
of the plate,

D5E
0

Ly
plE

0

Lx
pl

w~x,y!dx dy. ~7!

Introducing Eqs.~1! and~2! into Eq. ~7! and performing the
double integration yields the volume displacement of the
plate, which can be written in matrix form as

D5Lx
plLy

pl^Ŵi&@Ai ,pq#$Dpq%. ~8!

The dimensions of the matrix@Ai ,pq# are ‘‘I ’’ rows by ‘‘ P
3Q’’ columns. Each row of the matrix@Ai ,pq# contains the
coefficients of a given eigenfunctionsC i(x,y) over the poly-
nomial trial functions. The line vector̂Ŵi& contains the
modal amplitudes. The components of the column vector
$Dpq% are simply given by 1/@(p11)(q11)#.

The volume velocity of the plate is simply Eq.~8! mul-
tiplied by j v as harmonic excitation is assumed. Thus for
pure tone excitation, it is equivalent to minimize the volume
velocity or the net volume displacement. The strategy of us-
ing the volume displacement as a cost function for an active
control system have been shown previously8,15,18 to be very
efficient to reduce sound radiation in the low-frequency
range~i.e.,k0L!1, k0 is the wave number in air, andL is the
characteristic dimension of the structure!.

D. Design of a volume displacement sensor using
shaped PVDF film

The charge response of an arbitrarily shaped strip of
PVDF sensor applied to a two-dimensional structure has
been derived by Leeet al.5 It was shown that the charge
response of the sensor is a function of the integral of the
strain over the surface of application and is expressed as

q52
Lz

pl1Lz
s

2 E
0

Ly
plE

0

Lx
plFe31

]2w~x,y!

]x2

1e32

]2w~x,y!

]y2 12e36

]2w~x,y!

]x]y G•F~x,y!•dx dy,

~9!

whereLz
pl and Lz

s are, respectively, the plate thickness and
PVDF sensor thickness. Theei j are the PVDF sensor stress/
charge coefficients. It is assumed that no skew angle is asso-
ciated with the polarization of the PVDF film used in this

study,e3650. The functionF(x,y) represents the variation
of the film sensitivity with the position on the surface of
application. In practice, this variation of sensitivity is more
easily achieved by shaping the PVDF film as described in the
following.

First, consider a single PVDF strip parallel to thex di-
rection of the plate, whose center line is located aty5yct , as
shown in Fig. 2. The maximum width of the strip is noted
2mx , and the width at the positionx is 2mxF̂(x), where
F̂(x) is a function varying between21 and11. Negative
values ofF̂(x) correspond to an inversion of the PVDF film
polarity. It is assumed that the strip axis coincides with the
direction of maximum stress/charge coefficiente31. It is de-
sired to find the output response of this strip when the func-
tion F̂(x) is given by

F̂~x!5 (
r 50

R21

â r S x

Lx
plD r

. ~10!

In this case, the charge response of the PVDF strip can be
written as

qx52
Lz

pl1Lz
s

2 E
0

Lx
plE

yct2mxF̂~x!

yct1mxF̂~x!Fe31

]2w~x,y!

]x2

1e32

]2w~x,y!

]y2 Gdydx. ~11!

Introducing Eqs.~1! and ~2! into Eq. ~11! and integrating
with respect to the variabley leads to

qx52
Lz

pl1Lz
s

2 (
i 51

l

Ŵi (
p50

P21

(
q50

Q21

Ai ,pqE
0

Lx
plH e31p~p21!Ly

pl

~q11!~Lx
pl!2

3S x

Lx
plD p22

•S yct

Ly
plD q11

•F S 11
mxF̂~x!

yct
D q11

2S 12
mxF̂~x!

yct
D q11G1

e32qLy
pl

~Ly
pl!2 S x

Lx
plD p

•S yct

Ly
plD q21

•F S 11
mxF̂~x!

yct
D q21

2S 12
mxF̂~x!

yct
D q21G J dx. ~12!

TABLE II. Ceramic piezo-characteristics.

Primary Secondary

Lx
pz 3.81 cm 3.81 cm

Ly
pz 3.18 cm 3.18 cm

Lz
pz 0.19 mm 0.19 mm

Pos. of the center along
the x axis

16.0 cm 19.0 cm

Pos. of the center along
the y axis

30.0 cm 15.0 cm

Young’s modulus (E11) 6.331010 Pa 6.331010 Pa
Density ~r! 7750 kg/m3 7750 kg/m3

FIG. 2. Top view of the finite plate with a typical shaped PVDF strips
configuration.
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At this point, it is necessary to introduce a simplifying as-
sumption before integrating along the strip axis: If the width
mx of the strip is small enough such thatumxF̂(x)/yctu!1
then

S 11
mxF̂~x!

yct
D q11

'11
~q11!mxF̂~x!

yct

1
q~q11!

2 S mxF̂~x!

yct
D 2

. ~13!

Similar assumptions are made for

S 12
mxF̂~x!

yct
D q11

, S 11
mxF̂~x!

yct
D q21

,

and

S 12
mxF̂~x!

yct
D q21

.

Inserting these approximations into Eq.~12! and performing
the integration along thex axis, the charge of the PVDF strip
parallel to thex axis can be written in matrix form as

qx52
Lz

pl1Lz
s

2
^Ŵi&@Ai ,pq#@T1pq,r #$â r%, ~14!

where $â r% is the vector of the shape coefficients of the
PVDF strip. The coefficients of the matrix@T1pq,r # are given
by

T1pq,r5
2mxe31p~p21!

Lx
pl~p1r 21! S yct

Ly
plD q

1
2mxLx

ple32q~q21!

~Ly
pl!2~p1r 11! S yct

Ly
plD q22

. ~15!

Similarly, for a PVDF strip parallel to they direction atx
5xct , with a maximum width 2my ~see Fig. 2! and a shape
described by

F̂~y!5 (
s50

S21

b̂sS y

Ly
plD s

, ~16!

the charge response is given by

qy52
Lz

pl1Lz
s

2 (
i 51

l

Ŵi (
p50

P21

(
q50

Q21

Ai ,pqE
0

Ly
plH e31q~q21!Lx

pl

~p11!~Ly
pl!2

3S y

Ly
plD q22

•S xct

Lx
plD p11

•F S 11
myF̂~y!

xct
D p11

2S 12
myF̂~y!

xct
D p11G1

e32p

Lx
pl S y

Ly
plD q

•S xct

Lx
plD p21

•F S 11
myF̂~y!

xct
D p21

2S 12
myF̂~y!

xct
D p21G J dy. ~17!

Using approximations similar to Eq.~13! for the terms (1
1@myF̂(y)/xct#)

p11, etc., and performing the integration
along they axis, the charge of the PVDF strip parallel to the
y axis can be written in matrix form as

qy52
Lz

pl1Lz
s

2
^Ŵi&@Ai ,pq#@T2pq,s#$b̂s%, ~18!

where

T2pq,s5
2mye31q~q21!

Ly
pl~q1s21! S xct

Lx
plD p

1
2myLy

ple32p~p21!

~Lx
pl!2~q1s11! S xct

Lx
plD p22

. ~19!

The total output chargeq5qx1qy written in matrix form is

q52
Lz

pl1Lz
s

2
^Ŵi&$@Ai ,pq#@T1pq,r #$â r%

1@Ai ,pq#@T2pq,s#$b̂s%%. ~20!

It is required that the sum of the output charges be propor-
tional to the net volume displacement of the plate. In this
case, the sensor formed by the 2 PVDF strips is a volume
displacement sensor. This requirement allows the unknown
coefficientsâ r and b̂s of the strip shapes to be determined.
Equating Eqs.~8! and ~20! row by row implies that the
modal volume displacements of the plate are equal to the
modal charge response of the sensor, which ensures that the
sensor is independent of the frequency; this yields

2
Lz

pl1Lz
s

2
$@Ai ,pq#@T1pq,r #$â r%1@Ai ,pq#@T2pq,s#$b̂s%%

5Lx
plLy

pl@Ai ,pq#$Dpq%. ~21!

Equation ~21! forms a system ofI linear equations to be
solved for theR1S unknown coefficientsâ r and b̂s . A
unique solution is obtained ifR1S5I , I being the total
number of modes considered in the plate response. So, this
uniqueness condition relates the total number of modes to the
order of the polynomials used to shape the strips of PVDF.
Note that high order polynomials yield complicated shapes
of PVDF strips~with possibly many zeros, thus many polar-
ity changes! implying difficulties in experimental implemen-
tation. Therefore, when the number of modesI considered is
large, it is worthwhile to consider more than one strip in the
x and/ory directions. Adding strips on the plate allows the
order of the shape polynomials to be kept small for each
strip. Equation~21! can easily be extended to consider more
than one strip in thex or y direction. It is also interesting to
note that since matrix@Ai ,pq# is rectangular, it cannot be
easily dropped from Eq.~21!. Furthermore, the goal is to
obtain a linear equation for each mode considered in the
frequency range of interest@eliminating matrix@Ai ,pq# would
remove the modal representation in Eq.~21!#.

It is important to note that the volume displacement sen-
sor given by Eq.~21! is independent of the excitation fre-
quency and of the type, magnitude, and location of the exci-
tation. Also, the use of polynomial functions to reconstruct
the plate response and to design the sensor shape, makes the
methodology valid for arbitrary boundary conditions that do
not allow rigid modes. It should be noted that since the
PVDF film is a strain sensor, it is not sensitive to rigid
~whole body! modes.
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II. EXPERIMENTAL RESULTS

A. Experimental implementation of the volume
displacement sensor

The procedure described in Sec. D of Part I was imple-
mented experimentally on the clamped plate described in
Table I. Two piezoceramic actuators~a primary ‘‘distur-
bance’’ actuator and a secondary ‘‘control’’ actuator! were
bonded to the plate. The characteristics and locations of the
piezoceramic actuators are described in Table II. The prop-
erties of the PVDF film used in the experiments are listed in
Table III.

The shapes of the strips were determined usingI 57
modes for the plate response and polynomial functions of
orderR54, S53 for the shape functions of the strips in the
x and y directions. Once the positionsxct and yct of the
strips have been chosen, the solution of Eq.~21! yields the
coefficients of the two PVDF strip shapes which form the
volume displacement sensor. The accuracy of the PVDF vol-
ume displacement sensor turns out to be quite sensitive to the
positionsxct andyct . This is partly due to the approximation
introduced in Eq.~13! to design the shapes of the PVDF
strips. Therefore, after fixing the positions of the PVDF
strips and solving Eq.~21! for the shape function@F̂(x) and
F̂(y)# coefficients, Eqs.~12! and ~17! are numerically inte-
grated and their sum is compared to the volume displacement
measured directly. If the comparison shows that the two
curves corresponds well, then the chosen positionsxct and
yct are valid ones. If not, other positions forxct andyct have
to be tested.

The velocity at a total of 144 (12312) regularly spaced
points on the plate@i.e., j vw(xix ,yiy) for ix and iy51 to
12# was measured using a laser vibrometer. A Bruel & Kjaer
analyzer was used to acquire the transfer functions between
the excitation signal~to the PZT actuator! and the laser sig-
nal. The measured volume displacement can then be evalu-
ated as

Dmeasured5
Lx

plLy
pl

144 (
ix51

12

(
iy51

12

w~xix ,yiy!, ~22!

which is a discrete version of Eq.~7!. Figure 3 presents the
results forxct50.259 m andyct50.176 cm. Figure 3~a! and
~b! shows the shapes of the PVDF strips in thex and y
direction, respectively. Figure 3~c! presents the comparison
of the measured volume displacement~with a laser vibrome-
ter! and the numerically calculated charge response@Eqs.
~12! and ~17!# of the PVDF sensor when the excitation is
induced by the primary actuator. Note, there is no ordinate
scale in Fig. 3~b! because the two curves were superposed to

facilitate comparison~i.e., the charge response of the PVDF
does not have the same unit/scale as the volume displace-
ment response!. Figure 3~c! shows an excellent agreement
between the numerically calculated signal and the measured
volume displacement, which confirms that the chosen posi-
tions xct andyct are valid. Note that the shapes of the strips
@Fig. 3~a!, ~b!# are almost symmetric. This is intuitively un-
derstandable since the experimental mode shapes of the plate
to be observed by the PVDF strips are also symmetric
~monopole modes!.

The sensor strips shown in Fig. 3~a! and~b! were imple-
mented experimentally and taped to the clamped plate. The
total electrical signal from the PVDF sensor~the added sig-
nal of the two PVDF strips! was first passed through a pre-
amplifier ~with high input impedance and variable gain! and
then measured with a Bruel & Kjaer analyzer. Figure 4 and

TABLE III. PVDF film characteristics.

e31 0.046 N/~V m!
e32 0.006 N/~V m!
Lz

s 0.028 mm
mx 1.0 cm
my 1.0 cm
Young’s modulus (E11) 2.03109 Pa
Density ~r! 1780 kg/m3

FIG. 3. Results obtained for the positionsxct50.259 andyct50.176 m.

FIG. 4. Performance of sensor when the primary actuator induces the vibra-
tions.
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Fig. 5 present the PVDF sensor signal compared to the direct
measurement of the volume displacement when the vibration
of the plate is induced by the primary PZT actuator and the
secondary PZT actuator respectively. Note that the signal
from the PVDF sensor was scaled to be equivalent to the
measured volume displacement at 170 Hz. It must be re-
called that the sensor is designed using the first seven experi-
mental modes of the plates, so that the contribution of higher
order modes is not considered in the shape of the sensor.
Thus it is expected that the sensor signal deviates from the
volume displacement in higher frequencies. Also, the off-
resonance differences between the sensor signal and the mea-
sured volume displacement are presumably due to the higher
order modes contributions in the flexural strain of the plate.
PVDF materials measure strain and are thus more sensitive
to higher order modes. In effect, this is more apparent in the
case of the primary actuator excitation, which is significantly
off-center and thus excites more efficiently the higher order
modes of the plate. Note that in both cases the response of
the ~2,1! and ~1,2! modes is large, indicating that these
modes have a nonzero volume displacement and are thus not
perfectly antisymmetric~this is mainly due to the presence of
the PZT on the plate and the imperfections in the experimen-
tal boundary conditions!. The fact that modes~2,1! and~1,2!
have a volume displacement, shows that it is worthwhile to
base the design of the sensor from experimentally measured
mode shapes~i.e., eigenfunctions!. It allows to take into ac-
count all the experimental imperfections~i.e., boundary con-
ditions, added mass, added stiffness, plate imperfections,
etc.! of the actual experimental setup. The sensor is designed
from the measured modal characteristics. Therefore, any
modifications of the structure mechanical properties~added
mass, stiffness, boundary conditions, etc.! after the design
stage will affect the response of the sensor.

B. Active control of volume displacement

This section describes the active control experiment us-
ing the volume displacement sensor developed previously.
The plate was located in a semi-anechoic chamber for the
experiments. Sound pressure levels were measured at nine
discrete points equally distributed over a 1.2 m radius from
the center of the plate in the planex5L x

pl/2. Note, the main
purpose of these sound pressure measurements was to get a
good indication of the reduction that could be expected in a

realistic application. Therefore, no baffle was installed
around the plate. Furthermore, in order to have a single
sound pressure value to quantify the reduction obtained by
the control, an average sound pressure level in the plane
x5L x

pl/2 is defined as

^ p̃&5
R2

r0c0
E

2p/2

p/2

up~R,u!u2usin~u!udu, ~23!

whereR is the radius between the center of the plate and the
positions of the measurements point,r0 is the density of air,
andc0 is the speed of sound in air.u is the angle between the
line perpendicular to the plate surface and the line that joins
the considered point on the radiusR to the center of the
plate. Since the sound pressure measurements were done at
nine anglesu i , the discrete version of the last equation is

^ p̃&5
pR2

9r0c0
(
i 51

9

up~R,u i !u2usin~u i !u. ~24!

The displacement of the plate before and after control was
measured using a laser vibrometer at 144 regularly spaced
points on the plate surface. The primary actuator was used to
induce the unwanted vibration while the secondary actuator
was used as the control actuator. The voltage applied on
these actuators was typically between 80 and 120 V peak to
peak. A feedforward filtered X-LMS controller was used. A
number of single frequency was tested~i.e., harmonic control
was performed here!. The control results are presented for
three typical frequencies, two on-resonance and one off-
resonance frequency. For each of these frequencies, the mea-
sured displacement field as well as the sound pressure levels
in the planex5L x

pl/2 are displayed before and after control
is applied.

Figure 6 presents the results obtained at 125 Hz, corre-
sponding to an off-resonance frequency of the clamped plate
~below the first mode!. The structural displacement field be-
fore control clearly shows that the plate acts like a monopole
type radiator with a maximum displacement close to the pri-
mary ~i.e., disturbance! actuator location. After control, the
plate is forced to act as a dipole type radiator by the second-
ary ~i.e., control! actuator. One can note that the vibration
level before and after control are globally the same in this
case~the absolute maximum displacement value is approxi-
mately 0.08mm before control, 0.06mm after control!. The
experimental sound pressure levels in the planex5L x

pl/2 are
shown in Fig. 6~b!. The reduction of the average sound pres-
sure level is around 16 dB. This reduction can be attributed
solely to the fact that the plate deformation is changed from
a monopole type radiator to a dipole type radiator~i.e.,
modal restructuring2!. The control of the volume displace-
ment has no appreciable effect on the vibration level at this
frequency and only the radiation efficiency, which represents
the capacity of the plate the generate sound, is decreased.

Figure 7 presents the results obtained at 140 Hz, which
corresponds to the resonance frequency of the first mode,
i.e., mode~1,1!. As seen in Fig. 7~a!, the plate displacement
before control corresponds to the~1,1! mode shape, with
maximum displacement at the center of the plate. This mode

FIG. 5. Performance of sensor when the secondary actuator induces the
vibrations.
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is a monopole-type radiator.2,11 Once again, after control the
secondary actuator forces the plate to act as a dipole-type
radiator. Note here the vibration levels after control are much
lower than before control which indicates that in this case the
control combines both vibration restructuring and vibration
reduction. Figure 7~b! presents the measured sound pressure
levels. The reduction of the average sound pressure level is
around 40 dB. The results of the volume displacement con-
trol at 140 Hz~Fig. 7! shows that the sound attenuation on
resonance of a symmetric mode is associated with a decrease

of the radiation efficiency~passage from a monopole type
radiator to a dipole-type radiator!, combined with a decrease
of the vibration amplitudes.

Finally, Fig. 8 presents the results for 320-Hz resonance
of mode~1,2!. Note that the shape of the displacement after
control is globally the same as the one before control. On the
other hand, the maximum displacement has been reduced
significantly. Therefore, the 14-dB reduction of the average
sound pressure level is associated with the reduction of the
vibration levels. In this case, the sensor acts as a vibration

FIG. 6. Experimental results at 125 Hz~off-resonance!.
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sensor, since the plate displacement before control was al-
ready a dipole-type radiator. It is interesting to note that the
measured pressure directivity in thex5L x

pl/2 plane corre-
spond to that of a monopole-type radiator~as expected!. At
this frequency, it can be deduced from Fig. 8~a! that the
pressure directivity in they5L y

pl/2 plane would be that of a
dipole-type radiator before and after control. Since the con-
trol only reduces the vibrational levels, pressure reductions
in they5L y

pl/2 plane are expected to be similar to that mea-
sured in thex5L x

pl/2 plane.

III. CONCLUSIONS

This paper presents the development of a novel volume
displacement sensor for plates and its use in an active control
system. The sensor is made of shaped strips of PVDF film in
the x and y directions and is independent of the type and
frequency of excitation. The approach is very general, since
it is based on experimentally determined mode shapes. This
allows consideration of any boundary conditions~that do not
allow rigid modes!, and plates with added punctual mass/

FIG. 7. Experimental results at 140 Hz@resonance of mode~1,1!#.
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stiffness and/or with internal defects. Results were presented
for a clamped plate. The sensor was validated by comparing
the volume displacement measured with a laser vibrometer
to the measured signal from the PVDF sensor. The contribu-
tion of high order modes of the plate in the sensor response,
as well as the location of the PVDF strips, is sensitive pa-
rameters in the sensor design.

A global reduction in the planex5L x
pl/2 of about 16 dB

was obtained in the average sound pressure level for the
off-resonance frequency case~125 Hz!. This reduction is
principally associated with a decrease in the radiation effi-
ciency ~the plate goes from a monopole-type radiator to a
dipole one!. For the on resonance case of mode~1,1!, at 140
Hz, the obtained reduction in the average sound pressure

level is 40 dB. This large reduction for this resonance case is
attributed to the fact that the control of volume displacement
decreases simultaneously the radiation efficiency and the vi-
bration levels. Finally, for the results at 320 Hz, which cor-
respond to the resonance of mode~1,2!, the reduction of 14
dB of the average sound pressure level is associated with the
reduction of the vibration levels. In this case, the plate was
already acting like a dipole-type radiator before control.
Therefore, the controller mainly reduced the vibration levels
at this frequency.

The transversal displacement fields and the sound pres-
sure levels obtained experimentally before and after control
clearly validates the use of PVDF film directly bonded to a
plate as a volume displacement sensors in an active structural

FIG. 8. Experimental results at 320 Hz@resonance of mode~1,2!#.
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acoustic control~ASAC! system for harmonic excitation.
This sensor could be used for ASAC under wide-band exci-
tation if an appropriate digital controller is implemented.
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An important issue in sensor studies is to define sensor configurations such that the reduction of a
performance measure based on the sensor measurements will guarantee a decrease in a global
response measure of the system. This paper presents a study of sensors along this line. In the paper,
the concept of global sensor systems is introduced. The condition for such a sensor system is
derived. This concept is then applied to structural and acoustic control problems. It is shown in the
paper that the nodal placement of sensors always leads to a global sensor system, and allows a single
sensor gain to scale the sensor based performance measure in such a way that it is identical to the
true global performance measure of the system response. Tonal and narrow-band problems are also
considered where a global sensor system may be redundant. The rank of a reduced performance
matrix is used to determine the number of sensors needed in these applications. The theory of the
paper is demonstrated by using simple examples. Further work needs to be done to extend the
present study to more complex systems. Nevertheless, the study presented in this paper may have
significant implications in designing practical sensor systems for both structural and acoustic control
problems. ©1998 Acoustical Society of America.@S0001-4966~98!05003-6#

PACS numbers: 43.40.Vn@PJR#

INTRODUCTION

Sensors and actuators are two key elements in active
vibration and noise control systems. An important issue in
sensor studies is to define sensor configurations such that the
reduction of a performance measure based on the sensor
measurements by the controller will guarantee a decrease in
a global response measure of the system. Such a sensor con-
figuration is referred to as a global sensor system. This paper
presents a study of global sensor configurations for both
structural and acoustic control systems.

There have been many sensor studies in the literature.
Sensor placement is often optimized for best modal extrac-
tion and identification1–6 as well as for damage detection.7,8

In conjunction with the controller design, sensor placement
can be optimized to obtain an optimal feedback gain,9,10 to
minimize spillover,5,11 and to guarantee the stability of the
control system.12 In Refs. 3 and 13 the optimal sensor and
actuator locations for controlling flexible structures are ob-
tained based on a consideration of the controllability and
observability grammians. In Ref. 14, on the other hand, the
locations of sensors and actuators are optimized together to
move the transmission zeros of the system farther to the left
of the imaginary axis in the complexs plane. Reference 15
presents some practical microphone configurations for global
interior sound control in a cylindrical shell. In the present
paper, we focus on the sensor configurations that can lead to
a global reduction of the system response.

The remainder of the paper is organized as follows. In
Sec. I, we present the concept of global sensor systems. In
Sec. II, we study sensor systems for structural control prob-
lems. In particular, we consider the nodal placement of struc-
tural sensors, and show that it always leads to a global sensor

system. In Sec. III, we consider acoustic control problems.
We present a study of nodal placement of microphones for
the acoustic enclosure. We also consider other practical con-
figurations of acoustic sensors that are placed on the bound-
ary of the enclosure. In Sec. IV, we turn our attention to
tonal and narrow-band structural and acoustic control prob-
lems where far fewer sensors may be needed for a global
reduction of the system response.

I. GLOBAL SENSOR SYSTEMS

Consider a field variablep(r ,t) defined on a domainr
PD,R3. The field variable can be approximated in the fol-
lowing finite series form:

p~r ,t !5(
i 51

N

pi~ t !f i~r ![pTf, ~1!

where pi(t)PC1, f iPR1, p5$p1 ,p2 ,...pN%T, and f
5$f1 ,f2 ,...,fN%T. C1 represents the complex space.f is a
set of real-valued base functions for the series solution. We
define a global measure of the field variable as

Jg5E
D
up~r ,t !u2 dr

5(
i 51

N

(
j 51

N

pi* ~ t !pj~ t !E
D
f i~r !f j~r !dr[pHAp, ~2!

whereA is anN3N positive definite real-valued symmetric
matrix and the superscript ‘‘H ’’ denotes the Hermitian trans-
pose. Very often, the control objective of an active system is
to reduce this global measure. Hence,Jg is also referred to as
the performance measure. However,Jg is not readily mea-
surable by using a finite number of sensors. ConsiderNs

sensors which read the field variablep(r ,t) at r i ( i
51,2,...Ns). In practice, we often define a quadratic perfor-

a!Assistant Professor. To whom correspondence should be addressed.
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1504 1504J. Acoust. Soc. Am. 103 (3), March 1998 0001-4966/98/103(3)/1504/6/$10.00 © 1998 Acoustical Society of America



mance measure based on the sensor signals as follows

Js5(
i 51

Ns

up~r i ,t !u2

5(
i 51

N

(
j 51

N

pi* ~ t !pj~ t !(
k51

Ns

f i~r k!f j~r k![pHBp, ~3!

whereB is an N3N real-valued symmetric matrix. By re-
ducing Js , we are hoping to ultimately reduceJg . When
does this happen? To address this question, we introduce a
definition of global sensor systems by making use of the
above two performance measuresJg andJs .

A. Definition of global sensor systems

Let “Jg be the gradient ofJg at anypPCN, and“Js be
the gradient ofJs at the same point inCN. If “Jg•“Js.0
for all pPCN, then, the sensor system is said to be global.

The condition“Jg•“Js.0 implies that asp ranges
throughCN, these two performance measures will increase
and decrease together. Hence, when a sensor system is glo-
bal, reduction of the performance measureJs guarantees a
global reduction of the field variablep(r ,t). By using the
quadratic forms in the above equations, we can derive the
following condition for global sensor systems:

pHBTAp5pHBAp.0, for all pPCN. ~4!

In other words, the matrixBA has to be positive definite. In
the special case whenf is chosen to be a set of orthonormal
eigenfunctions of the physical system,A5I ~the identity ma-
trix!. Hence, the condition for global sensor systems be-
comes thatB is positive definite.

II. STRUCTURAL PROBLEMS

A. One-dimensional structures

We first consider a one-dimensional simply supported
beam. The orthonormal eigenfunctions of the beam can be
obtained as

fn~x!5& sin~npx!, 0<x<1, n51,2,...,N. ~5!

It can be readily shown thatA5I for the beam. In this case,
p(x,t) represents the deflection of the beam.

1. Nodal placement

Let xi ( i 51,2,...,N) be the nodes of the (N11)st mode
of the beam, excluding the support locations. Then, it can be
shown16,17 that

B5XXT5~N11!I , X5@Xni#5@fn~xi !#, 1<n,i<N.
~6!

Hence, Js5(N11)Jg . This result implies that with the
nodal placement and a proper gain for all the sensors, the
performance measureJs can be made identical to the true
global measureJg . Note that this sensor gain is simply the
square root of 1/(N11) which is independent of the re-
sponse of the structure. With a similar mathematical analysis
to the nodal control studies in Refs. 16 and 17, we can show
that the nodal placement of sensors on one-dimensional
structures with other boundary conditions leads to a perfor-

mance measureJs5aNJg , whereaN is a constant depending
on the number of termsN.

As an extension to the Nodal Control Theorem in Refs.
16 and 17, we state a Global Nodal Sensor Theorem as fol-
lows:

2. Global nodal sensor theorem

For one-dimensional structures with the boundary con-
ditions considered in the Nodal Control Theorem,N sensors
located at the nodes of the (N11)st mode of the structure
will always lead to a global sensor system for the structure
represented by the firstN modes.

B. Two-dimensional structures

Consider a two-dimensional simply supported rectangu-
lar plate. The orthonormal eigenfunctions of the plate are
given by

fnm~x,y!5fn~x!cm~y!, 0<x<a, 0<y<b,

fn~x!5A2

a
sinS npx

a D , n51,2,...,N, ~7!

cm~y!5A2

b
sinS mpy

b D , m51,2,...,M .

It can be shown thatA5I for the simply supported plate.
Here,p(x,y,t) represents the deflection of the plate. Letxi

( i 51,2,...,N) be the nodes of the functionfN11(x), andyj

( j 51,2,...,M ) be the nodes of the functioncM11(y). Con-
sider now the system ofN3M sensors located at (xi ,yj ).
Then, it can be shown that

B5ZZT5~N11!~M11!I , ~8!

where

Z5X^ Y, X5@Xni#5@fn~xi !#,
~9!

Y5@Ym j#5@cm~yj !#.

The symbol^ denotes the Kronecker matrix product. Equa-
tion ~8! indicates thatJs5(N11)(M11)Jg . As in the case
of one-dimensional structures, with the nodal placement and
a proper gain for all the sensors, the performance measureJs

for the plate can be made identical to the true global measure
Jg . The sensor gain is the square root of 1/(N11)(M11)
which is independent of the response of the structure.

For rectangular plates with different boundary condi-
tions such that the eigenfunction of the plate deflection can
be expressed as a product of two one-dimensional orthonor-
mal beam mode functions satisfying the boundary conditions
in thex andy directions that are covered in the nodal control
studies,16,17 it can be shown that the global nodal sensor
theorem still holds. That is to say, both matricesA andB are
diagonal, andJs5aNaMJg , whereaN andaM are constants
depending on the number of termsN andM .

Extension of the nodal control studies and the global
nodal sensors to two-dimensional structures with a different
geometry such as circular plates has yet to be made because
of the complication of eigenfunctions for such structures. A
global nodal sensor theorem for such structures is hence not
available at the present time.
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It should be noted that the mathematical representation
of the matrixB involving the Kronecker matrix product ren-
ders the programming for computing this matrix extremely
compact and efficient. This representation can be easily ex-
tended to three dimensional structures whose eigenfunctions
consist of a product of three functions of the spatial vari-
ables, or whose series solutions are expressed in terms of
expansion functions which are comprised of a product of
three beam mode functions.

1. Another condition for global sensor systems

By way of construction, the matrixB is always nonne-
gative because the performance measureJs is a sum of
squared terms. In order forB to be positive definite, it must
necessarily have a full rank. Using the above matrix repre-
sentations ofB, we can show that the condition for a global
sensor system is that the matrixX has a full rank for one-
dimensional structures, and that the matrixZ has a full rank
for two-dimensional structures. It should also be pointed out
these conditions can be readily shown to be true for the
acoustic problems considered in Sec. III.

2. Some remarks

Nodal placement considered above requires that the
number of sensors be the same as the number of modes par-
ticipating in the response. This agrees with the conventional
one-mode–one-sensor theory. As a matter of fact, other
placement strategies such as uniform placement can lead to a
global sensor system when the number of sensors is the same
as the number of modes. The placement should be such that
the matricesX in Eq. ~6! andZ in Eq. ~8! are nonsingular.
Besides the guaranteed full rank ofX andZ, the advantages
of nodal placement are:~1! it allows a single sensor gain to
scale the sensor based performance measure so that it is iden-
tical to the true global performance measure;~2! it produces
the least observer spillover, and can work together with the
nodally placed actuators to provide a decentralized control
system with uniform damping to all the controlled
modes.16–18It can also be shown that nodal sensors will lead
to an observable control system.

III. ACOUSTIC PROBLEMS

A. One-dimensional wave solutions

Consider the one-dimensional enclosed sound field in a
finite duct. The acoustic pressure distribution is given by

p~x,t !5 (
n50

N

pn~ t !fn~x!, ~10!

where

fn~x!5en cos~npx!, 0<x<1, n50,1,2,...,N,

e051, en5&, n.0. ~11!

The matrix A of Jg is again the identity matrix. Letxi ( i
51,2,...,N11) be the nodes of the mode functionfN11(x).
Consider a set of microphones located at these nodes. We
can show that the matrixB for the performance index based
on the microphones is given byB5(N11)I . Hence, the

global nodal sensor theorem also holds for the one-
dimensional enclosed sound field. It is not hard to show that
the theorem also holds for the one-dimensional sound fields
in a finite duct with open ends.

B. Two-dimensional wave solutions

Let us consider a simple geometry: a rectangular enclo-
sure. The acoustic pressure can be obtained as

p~x,y,t !5 (
n50

N

(
m50

M

pnm~ t !fn~x!cm~y!,

0<x<a, 0<y<b, ~12!

where

fn~x!5en cosS npx

a D , n50,1,2,...,N,

e05
1

Aa
, en5A2

a
, n.0,

~13!

cm~y!5gm cosS mpy

b D , m50,1,2,...,M ,

g05
1

Ab
, gm5A2

b
, m.0.

We define column vectorsfN(x)5$f1(x),f2~x!,...,fN(x)%T

and cM(y)5$c1(y),c2(y),...,cM(y)%T. Let xi ~i 51,2,...,
N11) be the nodes of the functionfN11(x), and yj ( j
51,2,...,M11) be the nodes of the functioncM11(y). If we
are allowed to place sensors in the acoustic interior, we
would have a system of (N11)3(M11) microphones lo-
cated at (xi ,yj ). In this case, we can show that this sensor
system is global and that the matrixB of the sensor based
performance measure is given byB5(N11)(M11)I . This
conclusion can be extended to the three-dimensional rectan-
gular enclosure.

However, unlike one-dimensional acoustic problems or
structural problems where the sensors are allowed inside the
domain D, for higher dimensional acoustic problems, we
have to assume that the acoustic interior is a valuable space
for occupancy. The acoustic sensors should be placed on the
boundary of the enclosure. In Ref. 15, several configurations
of microphones placed at the structural–acoustic interface
have been studied for reducing the interior noise of a cylin-
drical shell. In the active sound control studies reported in
Ref. 19, microphones are routinely placed at the corners of
the rectangular enclosure. Here, we shall examine the prop-
erties of these practical configurations for active sound con-
trol.

Consider a set of microphones placed along thex andy
directions on the edge as well as at the four corners of the
two-dimensional enclosure. The placement along the edges
in each direction is nodal as defined earlier. In the following,
we present as an example, the formulas of the performance
measure from the sensors along one side of the enclosure and
from a sensor located at a corner.
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Js5 (
i 51

N11

up~xi ,0,t !u21up~a,b,t !u2[pHBp, ~14!

where the summation represents the contribution from the
sensors along the edgey50 and the other term comes from
a microphone located at the corner (x,y)5(a,b). By making
use of the vector notation introduced earlier, the matrixB is
given below:

zxi
5xi

1
^ y0, xi

15fN~xi !, y05cM~0!,

zc5xc
^ yc, xc5fN~a!, yc5cM~b!,

~15!
Zx5@zx1

,zx2
,...,zxN11

#,

B5ZxZx
T1zczc

T .

The performance measure including other sensors can be
easily constructed by adding appropriate terms of the form
ZZT or zzT to the matrixB. To study these sensor place-
ments, we simply consider the rank ofB as a function of the
number of sensors.

We have found from numerical simulations that for a set
of N1M12 microphones placed along thex and y direc-
tions on the edge at the nodal coordinates defined earlier, the
rank ofB is alwaysN1M11, while the number of acoustic
modes is equal to (N11)(M11). Adding four microphones
located at the corners makes the number of sensorsN1M
16, while the rank ofB is improved only by one, toN
1M12. It is evident that this configuration with fewer sen-
sors than the acoustic modes will not lead to a global sensor
system as defined in this paper. However, we have seen in
many applications that the sensors placed in this way do lead
to a global sound reduction in the enclosure in tonal and
narrow-band applications. This is the issue we shall look into
next.

IV. TONAL OR NARROW-BAND APPLICATIONS

It should be noted that the global sensor system is de-
fined for all possible response modal vectorspPCN. Hence,
this definition is particularly suitable for broadband applica-
tions wherep can be arbitrary. For tonal or narrow-band
applications, however, there may be only a few dominant
modes in the system response, indicating that there are only
a few dominant elements ofp that determine the global mea-
sure of the field variable. In this case, a global sensor system
may be redundant. A much smaller set of sensors may be
needed to provide a performance measure that leads to a
global reduction of the field variable for a wide range of
frequencies. In this section, we consider the rank of the sub-
matrix of B which multiplies the dominant modes of the
system response. We select the dominant modes as those
with amplitude greater than a certain cutoff percentage of the
largest modal amplitude at a given frequency.20 The remain-
ing modes can be neglected, allowing us to extract a subvec-
tor of dominant modes,pd , and a corresponding submatrix,
Bd , so that the cost function is now approximated by

Js'Jd5pd
HBdpd . ~16!

It is evident that ifBd is full rank, the control performance
will be comparable to that of a global sensor system~to the
extent to whichJd accurately approximatesJg!. Studies re-
ported in Refs. 15, 20, and 21 are such examples where the
finite sensor systems have been shown to lead to a global
interior sound reduction over a broad range of frequencies
when the problem is tonal. The example considered in the
previous section with microphones placed along the edge of
the enclosure as well as at the corners may lead to a global
noise reduction for tonal applications. In the following, we
present a numerical study of this sensor configuration for
tonal applications.

We consider a two-dimensional rectangular acoustic en-
closure of size 1.1 m by 1.2 m with an acoustic source placed
at one corner. Six microphone sensors are placed along each
of the two edges adjacent to this corner, at the nodes of the
sixth mode. Additionally, one sensor is placed at each cor-
ner. Thirty-six modes are included in the model (N5M
55). We consider the performance of three sensor configu-
rations: ~1! the corner sensors;~2! the nodally positioned
sensors along the edges; and~3! all of these sensors together.
The top frame of Fig. 1 presents the mean pressure (AJg) in
the enclosure as a function of frequency. The sharp peaks are
at resonance frequencies of the enclosure where the sound
field is dominated by only a few modes. Away from reso-
nance frequencies, the modal amplitudes will be much lower,
but more uniformly distributed. The middle frame of Fig. 1
shows the number of dominant modes at each frequency
where the cutoff for dominant modes is 10%. The lower
frame of Fig. 1 shows the rank deficiency ofBd , i.e., the
difference between the number of dominant modes and the
rank of Bd , for the three sensor configurations. Zero values
indicate that the sensor configuration is sufficient for global
control of the dominant modes. As expected, the rank defi-

FIG. 1. Top: Mean pressure in the 2-D enclosure. Middle: Number of modes
contributing significantly at each frequency. Bottom: Rank deficiency of
Bd . Dashed line: Error sensors at the corners only. Dashed-dot line: Error
sensors placed nodally along the edges in thex- andy-directions. Solid line:
All the sensors.
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ciency is smallest near resonance frequencies, because the
sensors need to detect only a few modes. Rank deficiency is
worst between resonance frequencies, as the sound field is a
diffuse combination of a large number of modes. Note that
the difference between the total number of modes in the
model and the number of sensors for these three cases are 32,
24, and 20, respectively. In general, rank deficiencies can be
attributed to two factors:~1! fewer number of sensors than
significant modes; and~2! the redundancy of the sensors due
to poor displacement.

It should be noted that the rank deficiency of the matrix
Bd simply suggests that for some special combinations of
modal amplitudes inpd , a reduction ofJs may not lead to a
decrease ofJg , but it will never increaseJg . It has been
observed in many experiments that interior active noise con-
trol systems reduce the sound level at sensor locations, and
increase the noise elsewhere. From the sensor point of view,
this may be due to the fact that the control system moves the
acoustic energy from the sensor locations to other places
resulting in a zero net change of the total energy. Of course,
the control spillover in those systems may contribute to an
increase in the overall sound pressure level. However, this is
not an issue we are concerned with in this paper.

The performance loss off-resonance is typical in active
noise control systems, but often acceptable because sound
pressure levels are already much lower at these frequencies.
This becomes a problem only in the presence of prominent
noise sources which excite the enclosure off-resonance. We
have found in our studies that the control performance is best
with all the sensors considered here, and worst with the cor-
ner sensors only. It should be noted that the addition of the
corner sensors to the two linear sensor arrays again decreases
the rank deficiency by one at best.

The above results suggest that a few strategically placed
sensors in an acoustic enclosure can provide sensing perfor-
mance comparable to that from a true global control system
for tonal or narrow band applications. The exception, which
could require many more sensors, is when the enclosure is
excited off acoustic resonance, for example, by the sound
radiation from a structural source vibrating at its own reso-
nance frequency.

V. CONCLUDING REMARKS

We have presented the concept of global sensor systems
and derived conditions for such a system. We have found
that the nodal placement of sensors always leads to a global
sensor configuration for structural and acoustic systems rep-
resented by the same number of modes as the number of
sensors. In particular, the nodal placement allows the use of
a single gain for all sensors such that the sensor-based per-
formance measure can be made identical to the real global
measure of the system response. Furthermore, this sensor
gain is independent of the system response. We have studied
the tonal and narrow-band problems where there may be
only a few dominant modes determining the global measure
of the system response. In this case, the global sensor system
can be redundant. A much smaller number of sensors may be
needed for effective global control. Here, we have proposed
using the rank of a reduced performance measure matrix to

determine whether a sensor system is global. We have dem-
onstrated our discussion by using a two-dimensional interior
noise control problem. We have found that, indeed, at the
acoustic resonance frequencies, only a few sensors are
needed, and between the acoustic resonance frequencies,
more sensors will be needed to better sense the sound field
because there are many contributing modes. This conclusion
can be readily extended to structural systems as well. Finally,
this paper has demonstrated the procedure for designing glo-
bal sensor systems by using simple examples. The extension
of this research to more complex systems depends on the
availability of the modal information. In designing active
control systems, however, a modal survey of the system is
often needed.22,23
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Vibration and absorption properties of structures which are used to form an enclosure have
significant effects on the acoustical response of the enclosed sound field. Boundary structures such
as panels and partitions found in real enclosures like buildings and vehicles are often elastic, thus
their perturbational/coupling effect cannot be isolated from the vibrational motion of
boundary-induced acoustic modes in the enclosed sound field. The effect of acoustic-structural
coupling on the transient and steady-state responses of the sound field has been investigated in both
low- and high-frequency ranges. In the medium-frequency range, acoustic–structural coupling
problems are not well understood. In this paper, acoustic–structural interactions at medium
frequencies are investigated using the modal coupling method and the effect of the coupling on the
medium frequency response of the sound field in a panel–cavity system is studied. Features
associated with the sound field response are then obtained when modal properties of the boundary
structures are varied. ©1998 Acoustical Society of America.@S0001-4966~98!02303-0#

PACS numbers: 43.55.Br, 43.55.Dt, 43.20.Ks@JDQ#

INTRODUCTION

The interaction between a boundary structure and a
sound field in an enclosure is a complicated process. The
presence of a flexible structure such as a panel as one of the
boundaries of the enclosure has a substantial effect on the
acoustic response inside the enclosure. The acoustic–
structural interaction controls the energy exchange between
the boundary and the sound field. It also controls the sound
absorption at the boundary which the resultant transient and
steady-state behaviors of the sound field are dependent on.
Traditionally, the effect of acoustic–structural interactions
on the sound field behavior is described by the concept of the
sound absorption coefficient which physically represents the
characteristics of sound energy exchange over the boundary.
The sound absorption coefficient of the boundary is related
to the reverberation time of the enclosure in the well-known
Sabine’s reverberation formula. The introduction of the con-
cept of acoustic impedance allows this absorption coefficient
to be related to the physical properties of the boundary
structure.1 To reduce mathematical complexity in solving the
wave equation for the enclosed sound field, the structural
boundary is assumed to be locally reactive.2 This means that
the response on each portion of the boundary is dependent
only on the incident sound pressure in front of it and inde-
pendent of the response on other portions of the boundary.

Pan and Bies3–5 have shown both theoretically and ex-
perimentally that the locally reactive modeling for the
boundary conditions of an enclosure has limited application
and most practical structures are modally~extensively! reac-
tive. In this case, the motion at each point on a boundary
surface is not only dependent on the local sound pressure but
also on the motion at other parts of the surface. When the
parts of the surface are correlated, a modal description is
applicable and the response of the boundary is different for
different incident sound waves. The behavior of the enclosed

sound field is then controlled by the coupling between its
acoustic modes and the boundary structural modes. It has
been shown that for acoustic–structural coupled systems
such as a panel–cavity system, both the resonance frequency
and decay time of each acoustic mode can be adjusted by
varying the amount of coupling between structural modes
and the acoustic mode.4,5 However, there are three regions
where the sound field in such a coupled system may exhibit
different response behavior, namely the low-, medium-, and
high-frequency regions.

The comparatively large wavelengths of the sound field,
relative to the dimensions of the system in the low-frequency
range suggested that the sound field response can be de-
scribed in terms of the response of lumped-parameter sys-
tems such as mass–spring–damper oscillators. The fre-
quency response of the amplitude of an uncoupled sound
field is then characterized by distinguishable and well-
separated resonance peaks, and corresponding phase drops
are observed in its phase response because of the sparse
modal distribution. Each peak and phase drop is dominated
by, and associated with, a single acoustic mode of the sound
field. If the sound field is now coupled to a boundary struc-
ture near resonance, then the dominant acoustic mode is re-
sponsible for a large portion of the total power flow between
the sound field and the structure. The sound field response at
or close to resonance can then be characterized in terms of
modal resonance frequency, modal decay time, and mode
shape of the dominant mode. The relevant works in the low-
frequency range have been presented by Panet al.4–6

In the high-frequency range, there is difficulty and un-
certainty in the determination of modal information of each
dominant mode due to the high modal density of the sound
field. Wavelengths of the sound field are also comparably
smaller than the system dimensions. Many acoustic modes
will be simultaneously excited although the driving fre-
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quency is a very narrow band or even discrete. Therefore the
modes will overlap and resonance peaks in the sound field
amplitude response which correspond to each mode will tend
to superimpose, thus it is difficult to distinguish one mode
from another. Statistical Energy analysis~SEA! has been
used for such cases. It suggests that modal information for
individual modes is not required, but rather the effect of
acoustic–structural coupling on the sound field response is
related to the averaged behavior of all dominant acoustic and
structural modes.7

In the medium-frequency range, the distribution of
acoustic modes is not as dense as in the high-frequency
range, but the modes still overlap and are difficult to distin-
guish from one another. There might be several modes
within the averaged bandwidth of one mode~assumed as 2–5
modes!. Thus the sound field behavior cannot be fully de-
scribed by the modal properties of individual modes even
though the excitation frequency is at or very close to the
natural frequencies of the modes. In addition, the use of sta-
tistical techniques is unreliable because the sound field is not
diffuse and the modal density of the sound field is not suffi-
ciently high. Because of these limitations, the effect of
acoustic–structural coupling on the medium-frequency re-
sponse of the sound field is not well understood. In this pa-
per, the well-established modal coupling theory is used to
analytically study acoustic–structural interactions and to in-
vestigate the effect of coupling on the sound field response in
the medium-frequency range. The objective is to obtain new
understanding into the physical mechanisms involved in
acoustic–structural coupling at medium frequencies. Signifi-
cant features associated with coupling and the effect of cou-
pling on the sound field response will be explained using
numerical examples. The modal coupling theory used here
has been experimentally and numerically validated by many
authors~see the bibliography of Ref. 4!. This paper briefly
reviews the theory for the case of a forced excitation of the
sound field.

I. DESCRIPTION OF THE PHYSICAL MODEL

To study the problem of acoustic–structural interaction
in the medium-frequency range, the panel–cavity system
used by Pan6 is used here. This system consists of a rectan-
gular box of dimensions~0.868, 1.150, 1.000! m with five
slightly absorptive walls and a simply supported flexible alu-
minium panel on top~i.e., z51.000 m! to form the sixth
wall. The five walls are modeled as locally reactive bound-
aries and the panel is modeled as a modally reactive bound-
ary. In this case, the effect of the panel perturbations on the
sound field response in the cavity can be clearly observed
when the panel modal properties are varied. The sound field
inside the cavity is directly excited by using a loudspeaker
which is placed at the origin of the coordinate system,
(x,y,z)5(0,0,0) m.

II. THEORY OF SOUND FIELD RESPONSE

A. Review of the modal coupling theory

The sound pressure in the cavity,p, is described by the
three-dimensional inhomogeneous wave equation,

¹2p1k2p52 j r0vq, ~1!

wherek is the wave number,q is the volume velocity of the
sound source per unit volume of the cavity,r0 is air density,
and v is the angular excitation frequency. This equation is
subject to two boundary conditions for the continuity of nor-
mal air particle velocity and normal surface velocity at the
cavity boundaries. At any of the five locally reactive walls,
the incident sound pressure in front of it is described by the
specific acoustical impedance of the boundary surface,ZAC ,
and the boundary condition is

]p

]n
5

2 j r0vp

ZAC
, ~2!

wheren indicates the direction normal to the boundary sur-
face~positive outwards!. At the flexible panel, the boundary
condition is

]p

]n
52 j r0vv, ~3!

where the panel surface velocity,v, satisfies the following
plate equation for flexural vibration:

j vrphv2 jD p¹4v/v5p2pext. ~4!

Here,Dp is the panel bending stiffness,h is the panel thick-
ness,pext is the total sound pressure on the panel external
surface, andrp is the panel density. Within the accuracy of
the present analysis, the effect of external pressure on panel
vibration is neglected when compared to the sound pressure
inside the cavity. Pan and Bies4 discuss the significance of
sound radiation from the panel to the external space and it is
only important when the panel is thin and its damping is low,
otherwise the panel response behavior is controlled by the
internal sound pressure of the cavity.

To use the modal coupling method, the fluctuating quan-
tities p andv are expressed in terms of the eigenfunction of
the cavity,F i(r ), and the eigenfunction of the panel,Sj (s),
using the method of orthogonal expansion:

p~r ,v!5(
i 51

N

Pi~v!F i~r !, ~5!

v~s,v!5(
j 51

M

Vj~v!Sj~s!. ~6!

In the above,Pi andVj are, respectively, the complex pres-
sure and velocity amplitudes of thei th cavity mode andj th
panel mode andr ands are, respectively, the location vec-
tors in the cavity sound field and on the panel surface. By
substituting Eqs.~5! and ~6!, respectively, into Eqs.~1! and
~4! and using the Green’s function method,8 one can obtain
the modal-interaction equations which are expressed in ma-
trix form as follows:

@PN#5@ZA#@VM#1@QN# ~7!

for the cavity and

2@ZPP#@VM#5@BPA#@PN# ~8!

for the panel. Physical meanings of the above matrices have
been provided in Ref. 9. The matrices are written as follows:
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@PN#5@P1 ,P2 ,...,PN#T, ~9!

@VM#5@V1 ,V2 ,...,VM#T, ~10!

@QN#5@Q1 ,Q2 ,...,QN#T, ~11!

@ZA#5r0c0S B1,1/xa1 ••• B1,M /xa1

A �

BN,1 /xaN BN,M /xaN

D , ~12!

@ZPP#5r0c0S xp1 0

�

0 xpM

D , ~13!

@BPA#5S B1,1 ••• B1,N

A �

BM ,1 BM ,N

D , ~14!

where

Qi5
2r0c0

Apxai
E

V0

qF i dV, ~15!

xai5
jV0Lai

vc0Ap
~vai

2 2v21 j haivai
2 !, ~16!

xp j5
j rphLp j

vr0c0
~vp j

2 2v21 j hp jvp j
2 !, ~17!

Lai5
1

V0
E

V0

F i
2~r !dV, ~18!

Lp j5
1

Ap
E

Ap

Sj
2~s!dA, ~19!

hai54.4p/Taivai , ~20!

hp j54.4p/Tp jvp j , ~21!

Bj ,i5
1

Ap
E

Ap

Sj~s!F i~r !dA. ~22!

In the above,Tai , Tp j , hai , hp j , vai , andvp j are respec-
tively the cavity and panel modal decay times, modal loss
factors, and angular resonance frequencies;Ap is the panel
surface area,Bj ,i is the modal coupling coefficient between
the i th cavity mode andj th panel mode,c0 is the speed of
sound in air, andV0 is the volume of the cavity. Expression
for Bj ,i for the panel–cavity system used here is provided in
Ref. 4. Rigid-walled cavity eigenfunctions and simply sup-
ported panel eigenfunctions are used. Expressions for the
eigenfunctions and corresponding resonance frequencies are
also provided. By substituting Eq.~8! into ~7! and eliminat-
ing @VM#, it can be shown that

@PN#5F11(
j51

M
B1,jBj ,1

xa1xp j
••• (

j 51

M
B1,jBj ,N

xa1xp j

A �

(
j 51

M
BN, jBj ,1

xaNxp j
11(

j 51

M
BN, jBj ,N

xaNxp j

G 21

@QN#.

~23!

The acoustic amplitude and phase responses at any desired
position in the cavity can then be evaluated from Eq.~5!
since@PN# is a complex matrix.

B. Definition of medium-frequency range

The modal overlap index,Ma , rather than the modal
density,na , of the sound field is used to define the medium-
frequency range. It combines both the damping in the sound
field and the modal density and is defined as10

Ma5D f 3dBna~ f !, ~24!

where

D f 3dB52.2/T60, ~25!

na~ f !5
4pV0f 2

c0
3 1

pS f

2c0
2 1

L

8c0
. ~26!

Here f is the excitation frequency,D f 3 dB is the half-power
bandwidth of a cavity mode,L is the total edge lengths of the
cavity, S is the total surface area inside the cavity, andT60 is
the cavity reverberation time.

Modal overlap index is often used as a factor to identify
the bound between two frequency ranges at which certain
parameters of coupled systems~e.g., acoustic–structural,
structural–structural coupled systems, etc.! follow a particu-
lar statistical distribution.11,12 However there are no defini-
tions for the medium-frequency range of an enclosed sound
field in terms of this index because both the lower and upper
frequency bounds of the frequency range are required. It is
generally difficult to establish the corresponding values of
the modal overlap index at the bounds for given reverbera-
tion time and dimensions of the cavity which are consistent
with the change of characteristics in the sound field response.
In this paper, the definition of the medium-frequency range
is related to physical mechanisms which are unique to the
response in this frequency range. These mechanisms are de-
scribed in the next section. The medium-frequency range is
defined to contain at least two overlapping cavity modes ei-
ther in the space domain of an uncoupled sound field or in
both the space and frequency domains. Statistical treatment
to the sound field response is also not permissible. Modal
overlapping in the frequency domain will occur if the aver-
age frequency spacing between adjacent modes of an un-
coupled sound field@i.e., reciprocal of Eq.~26!# is less than
the half amplitude bandwidth of a mode. The half-amplitude
bandwidth of a mode is defined as the bandwidth where the
linear amplitude response of the mode is equal to or greater
than half of its linear maximum response. By using the ex-
pression for the ratio of modal response to maximum re-
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sponse of a cavity mode in Ref. 13 and with some algebraic
manipulation, it can be shown that the half-amplitude band-
width is approximately)D f 3 dB. Modal overlapping in the
space domain can occur even though cavity modes are well
separated in frequency as long as the excitation frequency
bandwidth,D f , contains at least two resonance modes. By
considering only the first term on the right-hand side of Eq.
~26!, the half-amplitude bandwidth, and a given excitation
bandwidth, Morse14 obtains a lower limiting frequency
where the sound field response is fairly uniform in frequency
and space. However, the medium-frequency range is not de-
fined. By considering a minimum of two overlapping modes,
using Eq.~26! with the second term included, and using a
similar approach as Morse, it can be shown that the lower
frequency bound for the medium-frequency range is given
by

f LM5
c0S

16V0
SA11

64c0T60V0

pS2~T60D f 14!
21D . ~27!

By substituting Eq.~27! into ~24!, the corresponding sound
field modal overlap index is

Ma52.2/~T60D f 14!. ~28!

Above this value, one generally observes, with the exception
of degenerated modes, that each group of clustered modes
will have an average of two or more overlapping modes ei-
ther in the space domain or in both the space and frequency
domains. For pure tone excitation,D f 50 Hz and thusMa

50.55. For band excitation,Ma is below 0.55 and the modes
overlap only in the space domain and are well separated in
the frequency domain.

The Schroeder cutoff frequency, which is given by15

f MH52000AT60/V0 Hz, ~29!

provides a rough estimate of the lowest frequency where
statistical treatment to the sound field is permissible when
noise excitation is a pure tone. It can be shown thatMa53 at
the Schroeder frequency. By substituting Eq.~29! into ~26!
and considering the half amplitude bandwidth of a mode, it
can be shown that there are at least five to six overlapping
modes in both the space and frequency domains for excita-
tion above the Schroeder frequency. This is also consistent
with the criterion for broadband excitation that there be at
least five resonance modes for reliable use of statistical
techniques.12,16 By considering a minimum of five to six
overlapping modes, the upper frequency bound for the
medium-frequency range for the case of band excitation can
be derived in a similar way to the lower frequency bound and
is obtained as

f MH54000AT60/V0~T60D f 14!. ~30!

For pure tone excitation,D f 50 Hz and Eq.~30! is equal to
the Schroeder frequency. The bandwidth of the medium-
frequency range,D f MF , can be obtained by subtracting Eq.
~27! from ~30!. For pure tone excitation, it is given by

D f MF5H 20002
c0S

16AT60V0
SA11

16c0T60V0

pS2

21D JAT60

V0
. ~31!

Equation ~31! shows the dependency of the medium-
frequency bandwidth on the reverberation time and physical
dimensions of the cavity. For a cavity reverberation time of
1.0 s and dimensions used in this analysis,f LM5780 Hz,
f MH52000 Hz, and thusD f MF51220 Hz.

Defining the medium-frequency range for the uncoupled
sound field corresponds only to one part of the panel–cavity
system. Consideration must also be given to the panel part of
the system as far as panel–cavity modal coupling is con-
cerned. By modeling the panel as a modally reactive bound-
ary, its uncoupled vibration response associated with the me-
dium frequency range can also be defined in a similar way to
the uncoupled sound field response but in terms of the panel
modal overlap index,M p . For pure tone excitation, the panel
response is in the medium frequency range when 0.55,M p

,3.
There exist three possibilities of panel–cavity modal

coupling as far as the medium-frequency sound field re-
sponse is concerned. Each cluster of a limited number of
overlapping cavity modes can either well couple with none,
one panel mode, or a number of panel modes in terms of
proximity of natural frequencies17 and/or mode shape match-
ing. In the low-frequency range, panel–cavity modal cou-
pling at or close to a cavity resonance involves only an in-
dividual cavity mode. In the high-frequency range, the
coupling at a given frequency involves a cluster of a large
number of overlapping cavity modes. Classification of fre-
quency ranges, the corresponding characteristics in the fre-
quency response of an uncoupled sound field, the definition
of medium-frequency range for the sound field, and the pos-
sible panel–cavity modal coupling are summarized in Fig. 1.

FIG. 1. Definition of medium-frequency range of a sound field and possible
panel–cavity modal coupling for each frequency range.
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III. RESULTS AND DISCUSSION

It is known that energy transfer between the sound field
and panel is dependent on both spatial and frequency match-
ings between their uncoupled modes. The panel modal den-
sity controls the distribution of panel modes that will signifi-
cantly couple with dominant cavity modes in terms of natural
frequencies’ proximity. This is because the frequency spac-
ing between coupled modes of the panel–cavity system will
be adjusted once the panel modal density is varied and the
energy transfer will be affected. It is also known that the
amount of coupling between those cavity and panel modes
can be adjusted by varying their damping. This is because
damping is not only a measure of the ability to dissipate
energy but is also a measure of the tendency of both sub-
systems to resist acquiring energy. In this section, numerical
examples for a number of panel modal overlaps~i.e., modal
density and internal damping! are presented to illustrate that
physical mechanisms are involved in panel–cavity modal
coupling at medium frequencies. The mechanisms are used
to describe how the coupling controls the occurrence of
maxima and minima in the medium-frequency response of
the sound field. Results for the case where cavity modes are
not coupled to the panel modes~i.e., all the cavity walls are
modeled as locally reactive boundaries! are also included for
comparison. For each example, a sufficient number of un-
coupled panel and cavity modes have been used to avoid
modal truncation errors.

In the sound field low-frequency range, panel–cavity
modal coupling splits any single resonance peak in the am-
plitude response which is dominated by an individual cavity
mode into two peaks, namely the cavity-controlled peak and
the panel-controlled peak.4–6 The phase response is also split
into two phase drops corresponding to the peaks. It has been
shown that properties of the coupled sound field response at
or close to the peaks such as resonance frequency, amplitude
and phase responses, mode shape, and decay time can be
described using the corresponding modal details of the domi-
nant and coupled cavity mode. Therefore the effect of cou-
pling on the low-frequency sound field response at any peak
can be realized from details of individually dominant cavity
modes.

In the high-frequency range, panel–cavity modal cou-
pling at a given frequency involves a large number of over-
lapping cavity modes. Thus the effect of the coupling on the
sound field response cannot be realized in terms of individual
modal properties because there are no single dominant
modes. Detailed investigation of each individual mode is
also impractical and therefore description in terms of aver-
aged modal properties is applicable. When the amplitude and
phase of the overlapping cavity modes is adjusted by the
coupling such that out-of-phase destructive superposition
dominates, the sound field response is a minimum. However,
when in-phase constructive superposition dominates, the re-
sponse becomes a maximum.

The sound field response in the medium-frequency range
is somewhat different to the low- and high-frequency ranges
because of the presence of a limited number of overlapping
cavity modes. The width of maxima in the medium-
frequency response is often broader than the bandwidth of

the modes because of the modal overlapping. Thus the pres-
ence of cavity-controlled peaks associated with each cavity
mode and panel-controlled peaks due to coupling with panel
modes becomes difficult to identify. Panel-controlled peaks
are often submerged in the cavity-controlled peaks. There are
three types of panel–cavity modal interaction which are of-
ten observable in the medium-frequency range as far as clus-
ters of overlapping cavity modes are concerned. The first
type involves one panel mode which is well coupled in terms
of resonance frequency proximity~proximate modal
coupling17! to only one of the overlapping cavity modes.
Figure 2 shows an example of a sound field medium-
frequency response at a corner@(x,y,z)5(0.868,
1.150, 0) m# for such a case. The frequency range chosen
here is consistent with the definition of medium-frequency
range in the previous section. Modal indices and uncoupled
natural frequencies of all dominant modes@~3,2,8,!, ~6,6,2!
and~5,7,3! cavity modes and~8,6! panel mode# are tabulated
in Table I. The sound field is modally decomposed at two
driving frequencies~1529 and 1531 Hz, which correspond to
maxima in the uncoupled response! and modal amplitude
and phase of the overlapping cavity modes as a function of
panel thickness are shown in Fig. 3. At 1529 Hz andh
55.79 mm, energy transfer from the~5,7,3! mode to the

FIG. 2. The~a! SPL and~b! phase response of the sound field at~0.868,
1.150, 0! m in a medium-frequency range for several different panel thick-
ness~type 1!.

TABLE I. Dominant cavity and panel modes between 1528 and 1535 Hz.

l m fa ~Hz! u v
5.78 mm
f p ~Hz!

5.79 mm
f p ~Hz!

5.80 mm
f p ~Hz!

5.81 mm
f p ~Hz!

3 2 1528.5 8 6 1529.2 1531.8 1534.5 1537.1
6 6 1528.8
5 7 1531.0
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~8,6! mode is maximum when the modes are proximately
coupled. Thus the~5,7,3! mode undergoes a minimum am-
plitude and a phase jump@Fig. 3~a!#. The coupling from all
other panel modes not in the vicinity of natural frequency to
the ~3,2,8! and~6,6,2! modes only causes slight offsets in the
amplitude and phase responses of these two modes. How-
ever, since these modes are dominant over the~5,7,3! mode
which is in contrast to the case at 1531 Hz@Fig. 3~b!#, effect
of the~8,6! panel modal coupling through the~5,7,3! mode is

insignificant on the sound field response. Thus there is only a
small difference in SPL and phase between the uncoupled
and coupled cases at 1529 Hz in Fig. 2 while the difference
is significant at 1531 Hz.

The effect of panel–cavity modal coupling on the
medium-frequency sound field response cannot be directly
realized from details of individual cavity modes. Examina-
tion of Figs. 2 and 3 reveals no common features between
the sound field response and the response of each mode.
Thus the use of modal details such as modal resonance fre-
quency as one of the descriptors for the sound field response
becomes inappropriate. This is because there is no assurance
that there is a maximum in the amplitude response~and a
corresponding phase drop in the phase response! of the
sound field at a modal resonance. It is the overall interaction
between the overlapping coupled cavity modes that deter-
mines the occurrence of maxima and minima. The effect of
panel–cavity coupling on the medium-frequency sound field
response can then be realized by two mechanisms, namely
the modal domination mechanism and the modal superposi-
tion mechanism. These mechanisms are dependent on the
modal distribution of the panel. The first mechanism is de-
fined as the case where there is only one dominant cavity
mode to the sound field response with significant contribu-
tion from other overlapping modes. The second mechanism
is the case where the amplitude response of overlapping cav-
ity modes is comparable and none of them can be regarded
as the dominant mode. The sound field response is then re-
lated to the averaged superposition of the modes. For ex-
ample, the amplitude of the~5,7,3! mode at 1531 Hz andh
55.77 mm is greater than the others@see Fig. 3~b!#. Thus the
sound field response is a maximum although this mode is
out-of-phase with the other overlapping modes~modal domi-
nation mechanism!. When the panel modal density is ad-
justed~e.g., 5.8 mm! such that the amplitude of other over-
lapping cavity modes is comparable to the~5,7,3! mode, out-
of-phase superposition now yields a minimum in the sound
field response~modal superposition mechanism! @see Fig.
2~a!#.

The SPL distribution of the sound field is also affected
by the change in panel modal density. Mode shape of the
dominant mode can be observed in the SPL response when
the sound field is controlled by the modal domination mecha-
nism. This indicates that the sound field still responds mod-
ally but disturbance from modal superposition with other
overlapping modes causes the mode shape to distort. Thus
the modal response is termed as weak. When the modal su-
perposition mechanism is dominant, the response becomes
more uniform.

The second type of medium-frequency panel–cavity
modal interaction involves one panel mode which is proxi-
mately coupled to more than one overlapping cavity modes.
Figure 4 shows an example of the sound field frequency
response for this case for several panel thicknesses. Natural
frequencies of the dominant panel and cavity modes are
tabulated in Table II. At 1016 Hz, for example, cavity modes
~3,3,4!, ~3,5,2!, and ~5,1,1! undergo a minimum amplitude
and a phase jump when proximately coupled to the~6,6!
panel mode~see Fig. 5!. The modal domination mechanism

FIG. 3. Complex sound pressure modal amplitude and phase of three over-
lapping cavity modes as a function of panel thickness at~a! 1529 Hz and~b!
1531 Hz.
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by mode ~0,5,4! is at work when h55.75 mm. For h
55.73 mm, the sound field response is no longer dominated
by this mode and is controlled by the modal superposition
mechanism. Out-of-phase destructive superposition of the
overlapping modes then yields a minimum in the sound field
response@Fig. 4~a!#.

The third type of medium-frequency panel-cavity modal
interaction is a multiple panel-cavity modal coupling in
which there is more than one overlapping cavity mode proxi-
mately coupled to more than one panel mode. An example of
the sound field frequency response for this case is shown in
Fig. 6. It can be seen that the response is extremely sensitive
to the panel modal density. Even a change of 2
31024 Hz21 in modal density or 231025 m in panel thick-
ness can cause significant changes in the sound field re-
sponse. Sound field modal decomposition results for the
overlapping~3,3,2!, ~0,3,4!, ~0,5,2!, and~4,1,1! cavity modes
at two driving frequencies~821 and 825 Hz! are shown in
Fig. 7 for different panel thickness. The results clearly ex-
hibit minimum amplitude and phase jump when the cavity
modes proximately couple with the~6,4!, ~3,8!, and ~5,6!
panel modes. Information of all the modes is tabulated in
Table III. The sound field response is not describable by

response characteristics of any individual cavity mode be-
cause it is determined by the superposition of the modes. For
a certain panel thickness and driving frequency, the ampli-
tude of one mode is greater than the others and the resulting
response is a maximum although the modes superimpose
out-of-phase~e.g.,h55.76 mm at 821 and 825 Hz! ~modal
domination mechanism!. For other panel thicknesses, ampli-

FIG. 4. The~a! SPL and~b! phase response of the sound field at~0.868,
1.150, 0! m in a medium-frequency range for several different panel thick-
ness~type 2!.

TABLE II. Dominant cavity and panel modes between 1013 and 1020 Hz.

l m fa ~Hz! u v
5.73 mm
f p ~Hz!

5.74 mm
f p ~Hz!

5.75 mm
f p ~Hz!

5.76 mm
f p ~Hz!

3 3 1013.94 6 6 1013.69 1015.46 1017.23 1019.00
3 5 1015.37
0 5 1016.16
5 1 1016.66

FIG. 5. Complex sound pressure modal amplitude and phase of four over-
lapping cavity modes as a function of panel thickness at 1016 Hz.

FIG. 6. The~a! SPL and~b! phase response of the sound field at~0.868,
1.150, 0! m in a medium-frequency range for several different panel thick-
ness~type 3!.
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tudes of the modes are comparable. Out-of-phase superposi-
tion then yields a minimum~e.g.,h55.8 mm at 825 Hz! and
in-phase superposition yields a maximum in the sound field
response~e.g.,h55.82 mm at 821 Hz! ~modal superposition
mechanism! ~see Figs. 6 and 7!. The phenomena show that
there are two physical mechanisms involved in panel–cavity
modal interaction at medium frequencies, namely, the modal
domination and modal superposition mechanisms. These
mechanisms control the occurrence of maxima and minima
in the sound field response.

The effect of panel modal decay time on the medium-
frequency sound field response is also significant when panel
and cavity modes are proximately coupled. An example is
shown in Fig. 8@h55.8 mm at 1531 Hz where mode~5,7,3!
proximately couples with mode~8,6!#. However, effect of
the decay time will not be reflected much in the SPL when
modal amplitude of the~5,7,3! mode is not dominant com-
pared to other overlapping cavity modes@see Fig. 3~a!# re-
gardless of whether this cavity mode is proximately coupled
to any panel modes or not~e.g., at 1529 Hz andh55.77 mm
or 5.8 mm in Fig. 8!.

When the sound field response is controlled by the
modal superposition mechanism, variation in decay time of
each of the overlapping cavity modes has a comparable sig-
nificance to the SPL@see Fig. 9~a! and ~b! for h55.8 mm
andTp50.5 s#. When the sound field response is controlled
by the modal domination mechanism, variation in modal de-
cay time of the dominant cavity mode has more pronounced
effect on the SPL than other overlapping modes@e.g., h
55.77 mm at 1531 Hz in Fig. 9~a! where variation inTa of
mode~6,6,2! or ~3,2,8! is insignificant to the SPL compared
to mode ~5,7,3! and h55.76 mm at 825 Hz in Fig. 9~b!
where variation inTa of mode~0,5,2!, ~0,3,4! or ~3,3,2! is
insignificant to the SPL compared to mode~4,1,1!#. The
panel modal decay time has an insignificant effect on the
SPL when the sound field response is controlled by the
modal domination mechanism and the dominant mode is not
proximately coupled to any panel modes, i.e., this mode re-
mains dominant@e.g., mode~5,7,3! for h55.77 mm at 1531
Hz in Fig. 9~a! and mode~4,1,1! for h55.76 mm at 825 Hz
in Fig. 9~b!# even though the panel modal decay time is
increased fourfold~e.g., fromTp50.5 s toTp52.0 s!. This
is explained by the fact that modal amplitude of the domi-
nant mode is not attenuated much as panel modal decay time

FIG. 7. Complex sound pressure modal amplitude and phase of four over-
lapping cavity modes as a function of panel thickness at~a! 821 Hz and~b!
825 Hz.

TABLE III. Dominant cavity and panel modes between 820 and 830 Hz.

l m fa ~Hz! u v
5.76 mm
f p ~Hz!

5.78 mm
f p ~Hz!

5.80 mm
f p ~Hz!

5.82 mm
f p ~Hz!

3 3 820.40 6 4 813.54 816.36 819.19 822.01
0 3 821.38 3 8 819.77 822.61 825.46 828.31
0 5 823.15 5 6 820.64 823.49 826.34 829.19
4 1 824.75

FIG. 8. The SPL at~0.868, 1.150, 0! m as a function of panel modal decay
time.
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is varied@e.g., see Fig. 10~a! for h55.76 mm at 825 Hz#. If
the dominant mode is proximately coupled to the panel
modes, then the panel modal decay time has a significant
effect on the SPL because the contribution of the dominant
mode is significantly affected. For example, the contribution

of the dominant mode to the SPL is reduced@e.g., mode
~5,7,3! in Fig. 9~a! and mode~4,1,1! in Fig. 9~b! for h
55.8 mm# as the panel modal decay time is increased from
0.5 to 2.0 s, which indicates that the panel resistance to ac-
quiring vibrational energy has decreased. Thus more energy
is flowing from the dominant cavity mode to the proximately
coupled panel modes and its energy content is reduced. On
the other hand, it is also possible to change the sound field
control mechanism by adjusting the panel modal decay time
if panel and cavity modes are proximately coupled. For ex-
ample, the sound field response which is modal superposition
controlled@h55.8 mm andTp50.5 s in Fig. 9~b!# becomes
modal domination controlled@h55.8 mm andTp52.0 s in
Fig. 9~b!# when amplitudes of proximately coupled cavity
modes are all attenuated@see Fig. 10~b!# as the panel modal
decay time is increased.@For Tp50.5 s, variation inTa of
each of the overlapping cavity modes has comparable sig-
nificance to the SPL. ForTp52.0 s, variation inTa of mode
~4,1,1!, ~0,5,2!, or ~0,3,4! is insignificant to the SPL com-
pared to mode~3,3,2! although natural frequencies of these
modes are closer to the excitation frequency of 825 Hz than
mode ~3,3,2!. Thus mode~3,3,2! becomes dominant at this
driving frequency.#

IV. CONCLUSIONS

The medium-frequency range of an enclosed sound field
for a given reverberation time and physical dimensions of
cavity has been defined in this paper. Panel–cavity modal
coupling and the effect of the coupling on the medium-
frequency sound field response have also been studied.

FIG. 9. The SPL at~0.868, 1.150, 0! m as a function of modal decay times of dominant cavity modes for different panel thicknesses and different panel modal
decay times, at~a! 1531 Hz and~b! 825 Hz.

FIG. 10. Modal amplitude of four overlapping cavity modes as a function of
panel modal decay time at 825 Hz for panel thicknesses of~a! 5.76 mm and
~b! 5.8 mm.
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Physical mechanisms associated with the coupling and the
corresponding features have been obtained. These mecha-
nisms control the occurrence of maxima and minima in the
sound field frequency response. Results have shown great
dependency of the sound field response on modal properties
~e.g., modal density or modal decay time! of boundary struc-
tures. These properties determine if the sound field is con-
trolled by modal domination mechanism or by modal super-
position mechanism. When the modal properties are adjusted
such that there is only one dominant cavity mode with sig-
nificant contribution from other overlapping modes, the
mode shape of the dominant mode observed in the sound
field response is distorted and the modal response of the
sound field is then weak~modal domination mechanism!.
This shows that the dominant mode is not unique and the
presence of averaged contribution from other proximate
modes is also equally important. When the modal properties
are adjusted such that amplitudes of the overlapping cavity
modes are comparable, the average superposition of the
modes now controls the sound field response~modal super-
position mechanism!. Thus in contrast to the low-frequency
range where modal domination mechanism dominates and
the high-frequency range where modal superposition mecha-
nism dominates, both mechanisms are at work in the
medium-frequency range. This study has also shown that
sound field response at medium frequencies can neither be
described by the current understanding in acoustic–structural
interaction at low frequencies nor by the understanding in
acoustic–structural interaction at high frequencies.
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On the multiple microphone method for measuring in-duct
acoustic properties in the presence of mean flow
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Nowadays, the two-microphone method is accepted as the standard as specified in ASTM E1050-90
for measuring in-duct acoustic properties. However, research results on using the least square
method with multiple measurement points and broadband excitation have been reported for
enhancing the frequency response of the two-microphone method. In this paper, the effects of
varying the relative measurement positions on errors in the estimation of the acoustic quantities is
studied for the multiple microphone method. Both the theoretical and experimental results show
that, among possible sensor positioning configurations, the equidistant positioning of sensors yields
the smallest error within the effective measurement frequency range. In addition, it is noted that the
measurement accuracy can be increased and the effective frequency range can be widened by
increasing the number of equidistant sensors. Measurement examples are shown and the results
support the findings. ©1998 Acoustical Society of America.@S0001-4966~98!01703-2#

PACS numbers: 43.58.Bh, 43.55.Rg, 43.55.Ev, 43.60.Qv@SLE#

INTRODUCTION

The standing wave ratio~SWR! method and the two-
microphone method~TMM ! are practiced very well nowa-
days for measuring in-duct acoustic properties and the two
techniques have been standardized by ASTM C384-90a1 and
E1050-90,2 respectively. Although the SWR method can
yield very accurate results, it is very time consuming, espe-
cially in measuring the acoustic properties for a wide fre-
quency range with a linear frequency step. By using the
TMM with broadband excitation, acoustic properties can be
determined over a very wide frequency range and the mea-
surement can be much faster than with the SWR method.
However, it is not possible to find the microphone spacing
which can cover the whole frequency range of interest satis-
fying the desired accuracy bound.3 In this regard, many
works have been devoted to the analysis of the accuracy.4–9

Fujimori et al.10 introduced the least square method
based on the data sampled at multiple measurement points,
and Pope11 showed that the least square method using the
broadband excitation and the transfer function between two
measuring points is actually equivalent to the TMM. Chu3

reported that the least square method gives more accurate
results than the TMM if the measurement is performed at
multiple points. However, the measuring sensor positions
were chosen arbitrarily in the previous works and no guide-
line based on the analytical investigation has been given on
this matter. Jones and Parrott12 suggested the multi-point
method using the least square estimation with pure tone ex-
citation. They showed that only two properly positioned sen-
sors are required for repeatable measurements, but the more
consistent results can be obtained by adopting the additional
measurement points that are evenly spaced within a half-
wavelength.

In this paper, the effects of varying the relative measure-
ment positions on errors of the estimated acoustic quantities
are investigated by using the least square method with broad-
band excitations, and the guideline for selecting the proper
sensor positions is suggested.

I. THEORY

A. Least squares method

The sound field in a duct in the presence of mean flow is
considered as depicted in Fig. 1. At one end of the duct
exists an acoustic source and a linear passive termination at
the opposite end. The sound field for a plane wave propagat-
ing in the duct can be expressed as

P~x, f !5P1~ f !exp~ iG1x!1P2~ f !exp~ iG2x!, ~1!

where P(x, f ) is the frequency spectrum of the measured
acoustic pressure at a positionx, and P1 and P2 are the
spectra of incident and reflected pressures, respectively. Here
G1 and G2 denote the incident and reflected plane wave
propagation constants, respectively, defined as

G152~k2 id!/~11M !, ~2a!

G25~k2 id!/~12M !, ~2b!

where k is the wave number,M is the mean flow Mach
number, andd is the attenuation constant. The attenuation
constant originates from the viscothermal and turbulent ef-
fects as9,13

d5dn1d t , ~3!

where

dn5
v

2&a0c0
FA m

r0v
1~g21!A k

r0vcp
G , ~4a!

a!Electronic mail: ihih@sorak.kaist.ac.kr
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d t5
CM

2a0
S 11

C8Re

2C D . ~4b!

Here,v denotes the angular frequency,a0 is the ratio of duct
area to perimeter~if a circular duct of diameterD is used,
a05D/4!, c0 is the speed of sound,r0 is the density of the
fluid medium,m is the shear viscosity coefficient,g is the
specific heat ratio,k is the heat conduction coefficient,cp is
the specific heat at constant pressure, Re is the Reynolds
number of the flow,C is the coefficient of friction for tur-
bulent flow, andC8 denotes]C/]Re. If a smooth duct is
involved, C can be calculated from the Prandtl universal
resistance law as given by14

1

AC
52 log10~ReAC!20.8. ~5!

Based on Eq.~1! and by assembling allPj ( f ) measured
at xj as can be seen in Fig. 1, the overdetermined linear
matrix equation can be obtained as

Ax5b, ~6!

where

A5F exp~ iG1x1! exp~ iG2x1!

exp~ iG1x2! exp~ iG2x2!

A A

exp~ iG1xn! exp~ iG2xn!

G ,

~7!

x5 H P1~ f !

P2~ f !J , b5H P1~ f !

P2~ f !

A
Pn~ f !

J .

Then, the following least-squares solution of Eq.~6! can be
obtained by using the Moor–Penrose generalized inverse
A1:

x5A1b5~AHA!21AHb. ~8!

Here, AH denotes the Hermitian matrix ofA. It is well
known that Eq.~8! yields ‘‘the best approximate solution’’
of Eq. ~6!.15 By applying Cramer’s rule to Eq.~8!, the com-
plex pressure reflection coefficientR( f ) for the cross sec-
tion at x50 can be derived as

R~ f !5
P2~ f !

P1~ f !
5

detF (
j

exp@ i ~G12G1* !xj # (
j

Pj exp~2 iG1* xj !

(
j

exp@ i ~G12G2* !xj # (
j

Pj exp~2 iG2* xj !
G

detF (
j

Pj exp~2 iG1* xj ! (
j

exp@ i ~G22G1* !xj #

(
j

Pj exp~2 iG2* xj ! (
j

exp@ i ~G22G2* !xj #
G , ~9!

where det@•••# means the determinant of the matrix and~* !
denotes the complex conjugate. The acoustic impedance at
the cross section atx50 can be obtained as

Z~ f !

r0c0
5

11R~ f !

12R~ f !
. ~10!

Without mean flow, Eq.~8! reduces to the reflection coeffi-
cient derived in the previous works.10,11

From the fact that Eq.~1! never changes by multiplying
any complex constant to the reflection coefficientR,11 the
transfer functionH j ( f ), i.e., Pj ( f )/Pref( f ), can be used
instead ofPj ( f ) in Eq. ~9!. In this regard, the reference
signal Pref( f ) can be the signal driving the source or the
sound pressure at a microphone at a fixed position, which-
ever is common to all measurements. When the transfer

function between two measurement positions,H12( f )
@5P2( f )/P1( f )#, is used ignoring the attenuation, Eq.~8!
coincides with the expression for the pressure reflection co-
efficient stated in ASTM E1050-90.2

B. Sensitivity of the method to measurement errors

The input b in Eq. ~6! is always contaminated by the
measurement errors, and the solutionx will have large errors
if A becomes singular. The singular value decompositions of
A and the Moor–Penrose generalized inverse matrixA1 can
be given by15

A5ULVH, ~11a!

A15VL21UH, ~11b!

FIG. 1. Sound field in the acoustic duct with mean flow.
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whereL andL21 aren32 and 23n real diagonal matrices
containing the singular values and its inverse values as diag-
onal elements, respectively, andU and V are n3n and 2
32 unitary matrices, respectively. From Eq.~6!, the follow-
ing relation can be written:

b̃5b1m5Ax1m5Ax̃. ~12!

Here,m denotes the measurement error inb and (̃ ) repre-
sents the estimated value. Then, one can express the estima-
tion error as

x̃2x5A1m. ~13!

The expected value of the squared norm of the estimation
error can be obtained as

E@ i x̃2xi2#5E@~A1m!H~A1m!#

5E@mHU~L21!TL21UHm#

5E@Tr„~L21!TL21UHmmHU…#, ~14!

whereE@ # and Tr~ ! mean the expected and the trace values,
respectively. If the elements of the measurement noisem are
assumed to be the uncorrelated white noises having the same
variance ofs2, then one can putE@mmH#5s2I , where I
denotes the identity matrix. Equation~14! can be rewritten as

E@ i x̃2xi2#5Tr„s2~L21!TL21UHU…

5s2 Tr„~L21!TL21
…5s2 SF2, ~15!

where the SF denotes thesingularity factordefined as16,17

SF5A(
j

L j
22. ~16!

In order to get a small estimation error, SF should be held to
the minimum possible. The sensitivity of the method to the
measurement input errors can be obtained by using the SF.

Considering Eq.~16!, it follows that the smallest singu-
lar value is 0 andA is singular if det(AHA)50. If the attenu-
ation effects are neglected, the following singular condition
can be derived:

S (
j

expF i S 2k

12M2D xj G D S (
j

expF2 i S 2k

12M2D xj G D
2n250. ~17!

If this condition is met, a large error can occur in the solution
x and the smallest and nonzero wave number satisfying Eq.
~17! is called as thecritical wave number, kcr . It is noted that
Eq. ~17! reduces to the well-known half-wavelength restric-
tion of the TMM3–9 whenn52.

C. Selection of the best sensor positions of sensors

In order to estimate the in-duct acoustic properties over
a wide frequency range of interest, the broadband noise is
used for the source signal and the transfer functions
@H j ( f )5Pj ( f )/Pref( f )# between measuring points are
taken as the elements of the inputb in Eq. ~6!. Chu3 analyzed
a similar measurement condition experimentally and the re-
sults were compared with those by the SWR technique with-
out mean flow. The least square method was employed by
using the multiple sensor positions and the broadband exci-
tation. It was found that the least square method is quicker
but slightly less accurate than the pure tone excitation
method. In his study, the measuring positions were deter-
mined empirically. It is thought that the proper choice of the
measuring positions is necessary for obtaining the acoustic
properties with precision. In this regard, the error sensitivity
related to the relative positions of the measurement sensors
should be investigated and the following discussion will be
devoted on this matter. However, the attenuation effects will
be neglected because the presence of attenuation has little
effect on the singular values.

When n52, the measurement situation is equivalent to
the TMM and the corresponding singular condition can be
easily derivable from Eq.~17! as

cosS 2kx21

12M2D51, ~18!

wherex21 denotes the distance between the two measuring
positions 1 and 2. In order to avoid the sensor placement at

FIG. 2. Singularity factors for various measurement setups using two or
three microphones. ———,n52; –––, n53, r 51, q51; ----, n53, r
54, q51; –-–,n53, r 53, q57.

FIG. 3. Comparison of maximum singularity factors varying the sensor
spacing inn53 case.j, r 51; d, r 52; m, r 53; ., r 54; l, r 55; 1,
r 56; 3, r 57.
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singular points, one should choosex21 satisfying the criterion
given by

kx21,p~12M2! ~19!

within the desired frequency range of interest. In Fig. 2, the
degree of measurement accuracy is expressed by using the
SF, where the wave number is normalized by thecritical
wave number, kcr , i.e.,p(12M2)/x21. One can observe that
the SF forn52 case is smallest whenk/kcr50.5 and goes to
infinity for k/kcr50 and 1. This means that the effective
range of the wave number for the accurate measurement is
confined within a narrow range centered atk/kcr50.5. It is
noted that the same degree of accuracy for all frequencies of
interest is not attainable with only a single pair of measure-
ment sensors and this agrees with the results of the previous
works.3–9

When three sensors are used simultaneously (n53), the
corresponding singular condition can be derived from Eq.
~17! as

cosF 2kx21

~12M2!G1cosF 2kx31

~12M2!G1cosF 2kx32

~12M2!G53,

~20!

where x315x12x3 and x325x22x3 . Both kx21/(12M2)
andkx32/(12M2) must be integer multiples ofp to satisfy
Eq. ~20!. Whenx32/x215q/r ~r andq are integers! andq/r

is an irreducible fraction, the critical wave numberkcr can be
obtained as

kcrx215rp~12M2!. ~21!

The singularity factors of several sets of the three-sensor
arrangement are shown in Fig. 2, where the wave number is
normalized bykcr as specified in Eq.~21!. Local maxima of

FIG. 4. Comparison of singular factors by increasing the number of measuring points. ———, uniform spacing; –––, arbitrary spacing~x2151.0, x32

51.3, x4350.8, x5451.2, x6551.1, x7650.6!; ---, two microphones;–-–, three microphones~r 51, q51!. ~a! n54, ~b! n55, ~c! n56, and~d! n57.

FIG. 5. Effective frequency spans varying the number of measuring points
having the uniform spacing.
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the SF can be observed and the smallest local maximum near
k/kcr50.5 can be found whenr 51 andq51, i.e., the equi-
distant positioning of sensors. It is noted that the SF forn
53 is smaller than that forn52 case for the entire effective
frequency range of interest and, furthermore, the effective
frequency range is widened whenr 51, q51 or r 54, q
51 conditions are met. The largest local maximum of the
SF, viz., SFmax, within the effective frequency range is plot-
ted in Fig. 3 by varyingr andq for several possible sensor
arrangements ofn53 case. One can find that the SFmax in-
creases asr and q increases and SFmax is smallest whenr
51, q51.

For sensor arrangements with more than three measure-
ment points, similar procedures as above can be followed in
choosing the proper sensor positions that minimize the mea-
surement errors. Figure 4 shows the example calculations of
the singularity factors for various layouts of multiple mea-
surement points. Especially, the comparison is made between

the uniform and the random spacings of measuring positions
for each sensor set. It is noted that every set of measurement
points having uniform spacings provides smaller singularity
factors than those having nonuniform spacings at all frequen-
cies except the ranges near tok/kcr50 andk/kcr51. As the
number of measuring points increases, the SF within effec-

FIG. 6. Maximum singularity factors varying the number of measuring
points having the uniform spacing.

FIG. 7. Comparison of the magnitudes of the pressure reflection coefficient of an unflanged open pipe without mean flow. ———, measured by using the
equidistant measuring points; –––, theory~Ref. 18!. ~a! n52, ~b! n53, ~c! n54, and~d! n55.

TABLE I. Frequency range where the SF is approximately the same with
that atk/kcr50.5.

n 3 4 5 6 7
Dw 0.23 0.19 0.16 0.14 0.12
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tive frequency span becomes small, especially fork/kcr

50.5. Consequently, by recalling that the SF within the ef-
fective frequency range is usually set as less than 1.7 for the
TMM, it is thought that the effective frequency range widens
more and more as the number of measuring points increases.
The effective frequency spans satisfying SF<1.7 are shown
in Fig. 5 for various number of uniformly spaced measuring
points. When multiple measurement points greater than 2 are
used, the frequency range where the SF is approximately the
same with that atk/kcr50.5 can be determined from Figs. 2
and 4 asDw,k/kcr,12Dw.

Table I lists the values ofDw for each multiple-sensor
set. Figure 6 shows the decreasing trend of the SFmax as the
number of measuring points increases. Although the fre-
quency range can be widened and the singularity can be re-
duced by increasing the number of measuring points, the
efficiency of these favorable effects becomes marginal when
n is greater than about 7, as can be seen in Figs. 5 and 6.

II. EXPERIMENTS

A. Experimental setup

In order to confirm the analytical findings in the forego-
ing section, measurements were performed for the reflection
coefficient of the unflanged open end of which the theoretical

value is available.18,19 An acrylic circular tube 0.53 m long
and 0.04 m in diameter was used, where the cutoff frequency
of the first higher-order mode is approximately 5 kHz. A
signal analyzer~HP 35670A! was used to feed the stationary
random signal for the acoustic driver mounted at one end of
the tube and to calculate the spectra from measured signals.
The frequency range of the acoustic driver was from 0.3–3.2
kHz. The acoustic transfer functions were measured with
flush mounted1

49 microphones~B&K 4135! and the source
signal of the acoustic driver was used as the reference signal.
The correlation technique was adopted to suppress the flow-
generated noise from the turbulent flow.7 For all measure-
ments, the first measurement positionx1 was fixed at 30.0
mm from the open end.

B. Results and discussions

In Fig. 7, a comparison is made between the measured
and the analytical pressure reflection coefficients of the un-
flanged open pipe without mean flow. The spacing between
the adjacent measurement positions was uniformly set as
57.1 mm, giving the critical frequency of 3034 Hz forc0

5346.5 m/s, and the number of averaging was 80 for all
measurements. It is noted that large errors occur for frequen-
cies higher than about 3 kHz. Forn52, errors are relatively
large except at frequencies between 1.5 and 1.8 kHz and this

FIG. 8. Comparison of the magnitudes of the pressure reflection coefficient of an unflanged open pipe with mean flow (M50.1). ———, measured by using
the equidistant measuring points; –––, theory~Ref. 19!. ~a! n52, ~b! n53, ~c! n55, and~d! n56.
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range corresponds tok/kcr50.45– 0.55. Forn53, errors are
smaller than then52 case for most of the frequency range
of interest, but are still relatively large at low frequencies and
near the critical frequency. One can observe that the mea-
sured result becomes more nearly accurate with the increase
of the number of measuring points, except at near 3 kHz.
Although one can find the widening of the effective measure-
ment range at high frequencies as expected in Fig. 4, the
errors are not symmetrically decreasing aboutk/kcr50.5.
This is due to the fact that the source signal was cut off
below about 300 Hz and the transfer functions become inco-
herent.

In the presence of mean flow forM50.1, the measured
results are compared with the theoretical values19 in Fig. 8.
The sensor spacing was given by 57.1 mm in a uniform
manner. The critical frequency was 3005 Hz and the number
of averaging was 300. Large errors can be observed at
around 3 kHz for all measurements, although the error be-
comes small as the number of measuring points increases.

III. CONCLUSION

The errors associated with the relative positioning of
sensors have been investigated for the measurement of in-
duct acoustic quantities by using the least square method
with multiple measurement points and broadband excitation.
The sensitivity of the method to measured input errors was
expressed by using the singular factors and it is found that
the equidistant positioning of sensors yields the smallest
SFmax within the effective frequency range of the measure-
ment. It is noted that this effective frequency range can be
widened and the singularity factor at every frequency within
the interested range can be reduced by increasing the number
of measurement points. Therefore, the measurement method
by using the multiple, uniformly spaced sensors can be a
good candidate for overcoming the shortcomings of the well-
known two-microphone method.
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Since the discovery of distortion product otoacoustic emissions~DPOAE! there has been a
controversial discussion about their cochlear generation sites. Suppression experiments suggest that
the place nearf 2 is the main generation site. On the other hand, the fact that DPOAE can be
perceived subjectively indicates that there is also a cochlear excitation at the place of 2f 12 f 2

resulting in a stimulus frequency otoacoustic emission~SFOAE!. The contribution of this SFOAE
to the overall emission is still unknown. Different studies showed contradictory results. We
demonstrate a secondary generator by successive suppression of the SFOAE with a sine wave close
to the frequency 2f 12 f 2 . Suppression growth functions~SGF! showed a three-step behavior. For
low suppressor levels, the emission either decreased or increased when increasing the suppressor.
For intermediate suppressor levels, DP amplitude was constant and independant of suppressor level.
For high suppressor levels, the emission always decreased with further increase of the suppressor.
The behavior of the SGF in the first section depends on the fine structure of the DP-gram, which
shows minima and maxima. Emissions at a maximum decreased while emissions at a minimum
increased in the first section of the SGF. We conclude that the fine structure of the DP-gram is
produced by alternate constructive and destructive interference of the two generators. By adding a
third tone near 2f 12 f 2 the SFOAE and thus the interference are suppressed. The fine structure of
the DP-gram vanishes and the resulting DP-gram should be more closely related to the cochlear
status nearf 2 . © 1998 Acoustical Society of America.@S0001-4966~98!01803-7#

PACS numbers: 43.58.Ry, 43.64.Jb, 43.64.Yp@SLE#

INTRODUCTION

Stimulating the ear with two tones at frequenciesf 1 and
f 2 leads to a cochlear response at 2f 12 f 2 distortion product
otoacoustic emissions~DPOAE!, which is regarded as an
epiphenomenon of cochlear amplification~Kemp, 1979!.
Usually, emission amplitude is recorded at multiple stimulus
frequencies with constant levels and frequency ratio. Emis-
sion amplitude plotted versus frequency is called a DP-gram,
in analogy to the audiogram. The region of overlap of the
two traveling waves evoked by the two primaries is undoubt-
edly the main generation site of the emissions~Harris et al.,
1993!. This can be demonstrated by adding a suppressor tone
betweenf 1 and f 2 which effectively diminishes the emission
amplitude~Brown and Kemp, 1983!.

DPOAE can be perceived subjectively, which indicates
that there is also a cochlear excitation at the place of 2f 1

2 f 2 ~Jones, 1935!. This excitation will result in a stimulus
frequency otoacoustic emission~SFOAE! which might con-
tribute to the DPOAE signal measured in the external ear
canal~Kemp and Chum, 1980!. The contribution of this sec-
ondary generator has been the subject of controversial dis-
cussion, evidence both in favor of~Stoveret al., 1996! and

against a secondary generator~He and Schmiedt, 1996! has
recently been put forward.

The attempt to investigate the contribution of a second-
ary generator with suppression experiments leads to ambigu-
ous results~Kummeret al., 1995!. These studies did not take
into account the fine structure of the DP-gram. Small varia-
tions of the frequencies of the primaries can result in large
changes in DP amplitude~up to 20 dB for a 50-Hz step! ~He
and Schmiedt, 1993; Heitmannet al., 1996!. Interference of
the two generators has been proposed as an explanation of
this fine structure~Shera and Zweig, 1991; Zweig and Shera,
1995!.

The working hypothesis in the present study is that fine
structure of the DP-gram is responsible for the variability of
the effect of a suppressor that other authors have reported,
and that this fine structure is caused by interference of two
emission sources. To investigate this, we tested the effect of
a third tone of various intensities near the frequency of the
suspected second emission source. For these experiments, a
range of the DP-gram was selected that showed pronounced
rippling.

I. MATERIAL AND METHODS

DPOAE were evoked with constant primary levels of
L1565 dB SPL andL2555 dB SPL. Primary frequency ra-
tio f 2/f 1 was constant at 1.22~Harris et al., 1989!. A thirda!Corresponding author: Electronic mail: peter.plinkert@uni-tuebingen.de
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tone was added 25 Hz above the emission frequency 2f 1
2 f 2 at a level varying from220 to180 dB SPL. The effect
of this third tone is shown in suppression growth functions
~SGF!, where the DP level is plotted versus the level of the
third tone, with all frequencies and primary levels constant.

First, DP-grams were measured at the conventional 12
audiogram frequencies in each ear~0.5, 0.75, 1, 1.5, 2, 2.5, 3,
3.5, 4, 5, 6, and 8 kHz!. Then, fine structure was measured in
12.5-Hz steps between 1.7 kHz and 2.2 kHz. In all subjects,
otoscopy was inconspicuous and pure-tone audiometry~500
Hz–6 kHz! was within the normal range.

Measurements were performed with a custom-made
setup consisting of an IBM compatible personal computer
and two digital signal processor~DSP! boards~ASPI, Elf-31!
with 16 bit A/D and D/A converters at a common 25.6-kHz
sampling rate. The stimuli were presented using Etymotic
ER-2 transducers connected to a custom-made probe via Te-
flon tubes. The probe contained a Knowles 1843 low noise
miniature microphone. The microphone signal was amplified
200-fold and band limited from 500 Hz to 10 kHz using a
custom-made amplifier and filter. The amplified signal was
fed back to the DSP board and was analyzed with a 2048
points fast Fourier transform, resulting in 12.5-Hz frequency
resolution. Stimulus generation and frequency analysis were
performed concurrently using custom-made software for the
TMS320C31 processor.

Since signal input and output were phase locked, the
input signal could be averaged in the time domain. The num-
ber of averages was 100, resulting in a noise floor of215 to
220 dB SPL in the frequency range of interest.

System generated distortions were at least 80 dB below
the level of the primaries. Cross talk between sound delivery
tube and the microphone was measured by sealing the tip of
the microphone tube with a drop of glue. Attenuation was
50–80 dB over the entire frequency range.

For calibration, the microphone tube was inserted in a
1-ccm calibration coupler~B&K UA 0922! together with a
1/48-in. microphone~B&K 4135! and a transducer taken
from a miniature headphone. The transducer was stimulated
with white noise and the comparison of the two microphone
signals gave the frequency response of the probe micro-
phone. Transducers were calibrated in the ear canal at the
beginning of each measurement.

II. RESULTS

For stimulus conditions that produce a maximum in the
fine structure~trace a in Fig. 1!, suppression occurs in three
steps. Low suppressor levels from 30 to 50 dB~region 1!
reduced DP amplitude. Intermediate levels from 50 to 60 dB
~region 2! have no further effect. High suppressor levels
above 60 dB~region 3! diminish DP amplitude until it dis-
appears in the noise floor.

For stimulus conditions that produce a minimum in the
fine structure~trace i in Fig. 1!, low suppressor levels sur-
prisingly result in an increase of DP amplitude. Intermediate
suppressor levels have no effect and high levels diminish DP
amplitude similarly to trace a.

SGF measured between minima and maxima of the fine

structures have shapes that gradually change between the two
extremes described above~Fig. 1 b–h!.

Summarizing, the effect of a low level suppressor~re-
gion 1! depends on the position within the DP fine structure.
Intermediate suppressor levels~region 2! always clamp DP
amplitude to a value independent of fine structure. High sup-
pressor levels~region 3! always produce a large decrease of
DP amplitude.

Recording DP-gram fine structure while presenting an
intermediate level suppressor~55 dB SPL! results in a flat
DP-gram~Fig. 2!. The mean amplitude of this DP-gram lies
between the minimum and maximum of the original rippling
pattern.

Fine structures with less pronounced or less regular rip-
pling patterns will also be flattened in the presence of an
intermediate suppressor level~Fig. 3, rows 4 and 5!. All the
corresponding sets of SGF traces converge at the level of the
‘‘true’’ DP amplitude for a suppressor level of 50–60 dB.

FIG. 1. DP-gram fine structure~A! and suppression growth function~B! in
a single ear. Traces a–i in graph B were recorded withf 2 at the frequency
marked with corresponding labels in graph A and a suppressor tone 25 Hz
above 2f 12 f 2 . Frequency ratiof 2 : f 1 was fixed at 1.22 and levelsL1 , L2

were 65 and 55 dB SPL, respectively. Dotted lines show noise floor. De-
pending on the location off 2 within the fine structure~minimum or maxi-
mum!, suppression near 2f 12 f 2 can either increase or decrease the emis-
sion amplitude; for suppressor levels around 55 dB SPL, all DP amplitudes
converge to a common value.

FIG. 2. DP-gram fine structure with conventional DPOAE measurement
~open circles! and with a 55 dB SPL suppressor 25 Hz above 2f 12 f 2 ~filled
circles!. The new measurement paradigm greatly reduces the prominent rip-
pling of the DP-gram fine structure, presumably by suppressing the interfer-
ing second generator at 2f 12 f 2 .
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FIG. 3. Conventional DP-gram fine structure~left column!, suppression growth functions~SGF, middle column! and sgDPOAE DP-gram fine structure~right
column! in five ears~rows 1–5!. Triangles in left graphs markf 2 primary frequencies used in the SGF graphs. Dotted lines show noise floor. In all cases, a
55 dB SPL~vertical line in SGF graphs! suppressor near 2f 12 f 2 removes the rippling pattern of the DF-gram fine structure.
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III. DISCUSSION

Stimulation of the cochlea with two tonesf 1 and f 2

leads to a distortion product~DPOAE! with the frequency of
2 f 12 f 2 . Adding a third tone close to 2f 12 f 2 can influence
the amplitude of DPOAE, even for low tone levels. The third
tone can either increase or decrease the emission amplitude
depending on the tone level and on the position in the DP-
gram fine structure. High DP amplitudes~fine structure
peaks! are decreased by low or intermediate level third tones,
whereas low DP amplitudes~fine structure dips! are in-
creased in response to the same stimulus. High level stimuli
will always suppress the emission irrespective of the position
in the fine structure.

This suppression behavior can be explained by assuming
the existence of two separate generators for the 2f 12 f 2

emission. The first generator resides in the region of overlap
of f 1 and f 2 . The DP generated here propagates throughout
the cochlea and excites the place with the characteristic fre-
quency 2f 12 f 2 , leading to a psychoacoustic perception.
Presumably, this tonal excitation at 2f 12 f 2 will evoke an
active cochlear response~stimulus frequency otoacoustic
emission, SFOAE!. Both the DPOAE generated betweenf 1

and f 2 and the SFOAE generated at 2f 12 f 2 propagate to-
ward the oval window.

The result of the interference of these two sine wave
oscillations of equal frequency can be recorded in the exter-
nal ear canal. Depending on the relative phase between the
two signals, the result can be either larger~constructive in-
terference! or smaller~destructive interference! than the in-
dividual signals~Kemp and Chum, 1980; Shera and Zweig,
1991; Zweig and Shera, 1995!. If the phase between the two
generators gradually varies along the cochlea, this results in
the interference pattern of Fig. 4A, which closely resembles
the actual fine structure measured in many ears~Fig. 4B;
from Heitmannet al., 1996!. According to this theory, peaks
in the fine structure are caused by constructive interference
of the two generators, and dips are due to destructive inter-
ference. Suppressing the secondary generator will therefore
decrease the overall amplitude at a maximum and vice versa.

Low level tones~up to 50 dB SPL! near 2f 12 f 2 will
lead to a locally restricted excitation pattern on the basilar
membrane; this will suppress the secondary generator, leav-
ing only the response from the primary generator to be re-
corded in the external ear canal. Further increase of the sup-
pressor level up to 65 dB SPL can have no further effect at
2 f 12 f 2 and will be too weak to influence the distant primary
generator. High suppressor levels above 65 dB SPL start to
suppress the primary generator, perhaps due to their wide
traveling wave envelope which extends to thef 2 site.

A range of intermediate suppressor levels can be speci-
fied which completely suppress the secondary generator
without influencing the primary generator. DPOAE recorded
with these intermediate suppressor levels result in a
smoothed DP-gram without any rippling~Fig. 2!. Emissions
recorded while presenting such an intermediate suppressor
tone depend only on cochlear status nearf 2 and not at 2f 1

2 f 2 . We propose to call the new stimulus regime ‘‘single
generator’’ distortion product otoacoustic emissions
~sgDPAOE!.

IV. CONCLUSION

In contrast to conventional DP measurements, single
generator DPOAE make a frequency specific statement about
a single region in the cochlea, the site of the primary genera-
tor. The ‘‘single generator DP-gram’’ may even show a
closer correlation to auditory threshold and thus improve ob-
jective audiometry.
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In this work experimental techniques developed for acoustic temperature oscillation measurements
in gases using a cold wire anemometer are reported. The techniques also proved accurate for
measuring of the relative phase between temperature and pressure oscillations. Specifically, the
structure of the oscillatory thermal boundary layer with isothermal conditions in the solid boundary
of an acoustic standing wave in air with 130-Hz frequency and pressure oscillation amplitude up to
200 Pa is determined. Experimental results are satisfactorily compared to theoretical results of a
linear theory. ©1998 Acoustical Society of America.@S0001-4966~98!03402-X#
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INTRODUCTION

The interaction of a sound wave in a compressible fluid
in contact with solid boundaries produces thermoacoustic ef-
fects: acoustic power production and heat flux. These effects
have practical importance due to their applications in ther-
moacoustic engines and refrigerators, respectively.1 Mea-
surements inside the oscillatory thermal boundary layer are
of interest because the acoustic power production and the
hydrodynamic heat flux takes place inside it.2 Moreover, the
relative phase between temperature and pressure oscillations
in standing waves are related to the interpretation of the
acoustic power production given by Rayleigh.3–5

A sound wave in a compressible fluid consists of
coupled displacement, density, pressure, and temperature os-
cillations. The frequency of these oscillations, in the audible
range, runs from 20 to 20 000 Hz. The amplitude of the
temperature oscillation is proportional to the amplitude of
the pressure oscillation and for air at room conditions, the
temperature oscillation amplitude is very small. For example,
for pressure oscillation with amplitude of 200 Pa, the tem-
perature oscillation amplitude is about 0.05 °C. Near the
solid boundary, the temperature oscillation amplitude re-
duces due to the solid thermal inertia, producing the thermal
boundary layer. Therefore, in order to measure temperature
oscillations due to acoustic waves, especially in the thermal
boundary layer, a sensitive instrument with extremely low
thermal inertia has to be used. Besides, this boundary layer
depth is very small (;1024 m), and in order to have good
spatial resolution, the sensor has to be at least two orders of
magnitude smaller than the boundary layer depth.

Taking into account these conditions, the ‘‘cold wire
anemometer’’~or ‘‘constant current anemometer’’! has been
suggested as a convenient instrument that complies with the
requirements of small thermal inertia, sensitivity, and size.
The ‘‘cold wire anemometer’’ is not really an anemometer,
but takes its name from a very similar instrument, the ‘‘hot
wire anemometer’’ used to measure flow velocities in gases.6

In order to measure temperature fluctuations, the wire over-
heat is much smaller than that used for velocity measurement
and thus the name ‘‘cold wire anemometer.’’ Currently, to
measure velocities, a constant temperature in the wire is

maintained using an electronic circuit. In contrast, if the tem-
perature is to be measured, it is more convenient to maintain
constant the electric current through the wire, thus the alter-
native name of ‘‘constant current anemometer.’’ The ‘‘cold
wire anemometer’’ is extensively used in turbulent flow
measurements; also, it has been used to measure temperature
fluctuations in nonisothermal gases with zero time-average
velocity.7 Ho” jstrup et al.8 used acoustic waves for the dy-
namic calibration of cold wire anemometers in still air. They
made measurements of the magnitude of the transfer
function9 for frequencies up to 10 kHz. They also reported
the magnitude of the temperature oscillation near a wall, but
they did not report any phase measurements.

In this work experimental techniques for acoustic tem-
perature oscillation measurements using a cold wire an-
emometer and for the measurement of the relative phase be-
tween temperature and pressure oscillations are developed.
Measurements inside the oscillatory thermal boundary layer
produced by a standing acoustic wave, with isothermal con-
ditions in the solid boundary, are presented and satisfactorily
compared to theoretical results4 based on a linear theory de-
veloped by Rott10 and Swift.2 The main assumptions made in
the theoretical model are the existence of a one-dimensional
acoustic standing wave of angular frequencyv propagating
parallel to the wall, the two-dimensional boundary layer ap-
proximation, and the neglect of body forces.

I. EXPERIMENTAL SETUP

The experimental facility used to perform the measure-
ments is shown schematically in Fig. 1. It consists of the
following main components: waveguide, instrumentation,
data acquisition and analysis system, and auxiliary equip-
ment.

A. Waveguide

The waveguide used is a duct with a rectangular internal
cross section of 0.098 m30.054 m and 0.60 m internal
length. These dimensions satisfy the requirements for the
establishment of a one-dimensional wave inside a
waveguide.11 One end (x* 50) is closed with a massive col-
droll cap, while a loudspeaker is placed at the other end

1532 1532J. Acoust. Soc. Am. 103 (3), March 1998 0001-4966/98/103(3)/1532/6/$10.00 © 1998 Acoustical Society of America



(x* 50.60 m). The loudspeaker input signal is provided by a
Wavetek model 29 function generator and amplified by a
Onkyo model PI amplifier. There is a flexible foam junction
between the loudspeaker and the waveguide and they are
mounted on two separate tables in order to reduce unwanted
vibrations from the loudspeaker to the waveguide. The wave-
guide vertical faces are made of transparent plexiglas in or-
der to permit visualization inside the duct; the top and bot-
tom walls are made of Naylamid. Due to future uses of this
system, a patch of ceramic material was imbedded in the
wall at the location at which boundary layer measurements
were made. The waveguide is filled with air at atmospheric
pressure. Eight ports are located along the waveguide bottom
wall to flush mount the microphone. Whenever a port is not
in use, it is closed with a rubber plug. Also, the anemometer
probe support is introduced at the central part of the wave-
guide bottom wall. With this arrangement, all ports are prop-
erly sealed and they do not modify the acoustic properties of
the wave.

B. Instrumentation

The pressure oscillations are measured with a1
29-diam,

Brüel & Kjaer 4165 model condenser microphone, con-
nected to a B&K 2619 model preamplifier and a B&K 2610
model measuring amplifier. The microphone with the pre-
amplifier is conventionally calibrated using a B&K 4230
model calibrator system, obtaining a sensitivity of 43.5
60.2 mV/Pa. The temperature oscillations are measured
with a DISA M55 cold wire anemometer, using Dantec
55P11 probes with 1-mm diam Wollaston wire. In all experi-
ments, the cold wire anemometer is operated with a constant
current of 0.20060.005 mA. For these conditions, the wire
overheat12 is very small (2.431024), thus the sensitivity of
the wire to velocity fluctuations was expected to be
negligible.13 This was experimentally confirmed by setting
the probe at a different axial position along the standing
acoustic wave, where the ratio between the amplitude of tem-
perature oscillation and the amplitude of velocity oscillation
goes from zero to infinity.

C. Data acquisition and analysis system

A Hewlett–Packard 3852A data acquisition system
(105 samples/second) and a HP 9000-386 work station with

the HP-Veetest code are used to register microphone and
cold wire anemometer output signals. The data analysis is
made with the same work station and code.

D. Auxiliary equipment

The cold wire anemometer sensor is placed in a desired
position with an XYZ Melles–Griot micrometric positioning
device. This device has a 0.01 mm precision in all directions.

II. DEVELOPMENT OF THE MEASURING
TECHNIQUES

The experimental techniques for temperature oscillations
measurements and for measuring the relative phase between
temperature and pressure oscillations in acoustic waves were
developed according to the following steps.

A. Acoustic standing wave

The natural frequency of the waveguide is found accord-
ing to the following procedure. Setting a constant amplitude
harmonic wave in the wave generator, the frequency is var-
ied to find the resonance frequency (f * ) of the waveguide–
loudspeaker system, the maximum amplitude registered by
the microphone determines a resonance frequency value of
f * 513061 Hz. All the tests are performed at this fre-
quency. The existence and properties of a quarter-
wavelength acoustic standing wave inside the waveguide are
verified by measuring the amplitude of the pressure oscilla-
tions as a function of the axial position for different ampli-
tudes of the loudspeaker input signal. The wavelength (l* )
is determined making a fitting to the experimental data, re-
sulting in l* 52.6560.01 m. The pressure amplitude at the
antinode (pA* ) can vary up to 200 Pa~140 dB!. Besides, the
Fourier analysis of the microphone output signal shows that,
in this range, the wave is basically monochromatic, the sec-
ond harmonic contribution being less than 2% and the high-
frequency noise less than 0.1%.

B. Cold wire anemometer calibration

First, a narrow-band pass filter~127.5 to 132.5 Hz! is
used to select the desired 130-Hz frequency of the cold wire
anemometer output signal. This process eliminates all un-
wanted noise contamination, mostly due to electric and elec-
tronic noise. The calibration of the cold wire anemometer
response to the acoustic temperature oscillations is made us-
ing, as the reference, the temperature oscillation amplitude
calculated (Ta calc* ) through the measurement of the local
pressure oscillation amplitude (pa* ) and their relation in
adiabatic conditions14

Ta calc* 5
bmTm*

rm* Cp
pa* , ~1!

whereTm* is the time-average temperature, andbm , rm* , and
Cp are, respectively, the thermal expansion coefficient, the
density, and the isobaric specific heat of air atTm* .

The cold wire anemometer probe is put at the center of
the waveguide cross section, where adiabatic conditions can
be confidently assumed. Making use of the fact that in a

FIG. 1. Experimental setup.
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one-dimensional wave the pressure oscillation only depends
on the axial coordinate and does not depend on transversal
coordinates, the microphone is sealed flush mounted in the
bottom waveguide wall at the same axial position of the
anemometer (x52px* /l* 50.24p).

Figure 2 shows the response of the cold wire anemom-
eter using a sensor with ambient temperature resistance of
RTamb

556V as the ratio of the output voltage amplitude
over the calculated temperature oscillation amplitude
(ETa

* /Ta calc* ) plotted as a function of the anemometer output

voltage amplitude obtained by varying the amplitude of the
acoustic wave of 130 Hz frequency. Scatter of less than
617% is observed forETa

* .10 mV (Ta calc* .0.012 °C),

while for ETa
* ,10 mV the scatter presents a considerable

increase~up to 100%!, therefore, only measurements in the
rangeETa

* .10 mV are considered. A minimum squares fit-

ting to data over this range determines the calibration equa-
tion. It must be stressed that the calibration equation depends
on both the specific cold wire sensor and the acoustic wave
frequency. The dependence ofETa

* /Ta calc* on output voltage

ETa
* is due to the nonlinearity response of the amplifier of

DISA55M system.15

C. Phase difference measurements

The phase difference between the microphone and an-
emometer output signals (aexp) is measured in two ways,
both of which use the filtered signals. In the first method, use
is made of the following equation:

uaexpu5arccosS 2

Epa
* ETa

* Dt* E
0

Dt*
Ep* ~ t !ET* ~ t ! dt* D ,

~2!

whereEp* (t) is the voltage output filtered signal from micro-
phone andEpa

* is its amplitude. Here,ET* (t) is the voltage

output filtered signal from anemometer andETa
* is its respec-

tive amplitude.Dt* is the sampling period. The sign ofaexp

is determined by visually observing the output filtered sig-
nals. By definition, a positiveaexp means an anemometer
signal lag with respect to the microphone signal.

The second way of obtainingaexp is using a fast Fourier
transform that gives information about the phase of Fourier
components of the signal. The phase difference is just the
subtraction between the anemometer 130 Hz component
phase (aT) and the microphone 130-Hz component phase
(ap):aexp5aT2ap .

Results obtained by both methods coincide in all cases
with a maximum error of65.531024p, which is typically
less than 0.03% of the whole range.

D. Temperature and pressure oscillations phase
difference calibration

In adiabatic conditions, the temperature and pressure os-
cillations of an acoustic wave have zero phase difference.
Nevertheless, setting the cold wire anemometer probe in the
center of the waveguide cross section and the microphone in
the bottom waveguide wall at the same axial position, as
discussed in Sec. II, the phase difference between the micro-
phone and anemometer output signals is not zero. This phase
difference will be denominated base phase difference (ab).
There is a clearly identifiable source of dephasing and con-
sists of the lag in the acquisition of each temperature value
with respect to the pressure. This delay is 1025 s, equivalent
to a phase difference of 0.003p. ab was measured for differ-
ent amplitudes of the loudspeaker input signal finding that it
depends on the amplitude of the acoustic wave and is of
order 0.125p. In all measurements realized in adiabatic con-
ditions, pressure and temperature amplitudes change propor-
tionally @see Eq.~1!#, but this is not the case in boundary
layer measurements. According to B&K microphone16 and
amplifier17 specifications, there is no phase difference be-
tween pressure oscillation and voltage output signal for fre-
quencies smaller than 1 kHz. Thus the value ofab* 5ab

20.003p is only due to the cold wire anemometer. In order
to investigate whether this phase difference is due to the heat
transfer to the wire or is due to the system electronics, a
two-dimensional heat transfer analysis for the wire, neglect-
ing the convective heat transfer~justified by the small over-
heat value! but considering the effect of the stubs and
prongs,18–20 was carried on. The phase difference between
the temperature oscillation of air and the temperature in the
platinum wire obtained by this analysis is20.009p, which
is much smaller thanab* . The analysis of the available cir-
cuits diagrams allows the acceptance of a possible phase
shift due to electronics up top/4, but no definitive conclu-
sion can be reached. According to these results, the value of
ab* is assumed to be due to the system electronics and that it
is only a function of the voltage output signal amplitude of
the cold wire anemometer. Figure 3 shows typical results for
ab(ETa

* ). As before, only measurements withETa
* .10 mV

are considered where maximum error is less than60.05p.

FIG. 2. Response of the cold wire anemometer using a sensor withRTamb

556V! as the ratio of the output voltage amplitude over the calculated
temperature oscillation amplitude (ETa

* /Tacalc* ) plotted as a function of the

anemometer output voltage amplitude (ETa
* ). The magnitude of the associ-

ated uncertainty to each individual experimental point is not significant.
Data fitting determines the calibration curveETa

* /Tacalc* 50.8310.000ETa
*

10.00001ETa
* 26(0.120.0005ETa

* )
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To obtain the relative phase between temperature and
pressure oscillations~a! the base phase is subtracted from
the phase difference between the microphone and anemom-
eter output signals:a5aexp2ab .

It must be pointed out that increasing the ambient tem-
perature resistance of the sensor (RTamb

), the sensitivity of
the probe is increased, and, therefore, the scatter in the plot
of ab as a function ofETa

* ~Fig. 3! is reduced. But at the

same time, the scatter in theETa
* /Ta calc* plot as a function of

ETa
* ~Fig. 2! increases for high values ofRTamb

. This behavior

is due to the fact that a sensor having a higherRTamb
has a

longer section of the Wollaston wire that has been etched to
remove the silver cover and that it has a 1-mm diameter.
Therefore, the sensor has a longer sensitive zone, but also is
more fragile and susceptible to vibrations. Best results in
amplitude and phase calibrations are obtained forRTamb

;60V.

III. MEASUREMENTS IN THE OSCILLATORY
THERMAL BOUNDARY LAYER

The experimental techniques described in the previous
sections were used to determine the structure of the thermal
boundary layer generated by the interaction of a standing
acoustic wave with a rigid, isothermal boundary. Also, the
relative phase between temperature and pressure oscillations
inside the oscillatory thermal boundary was obtained as a
function of the distance to the wall. As it was mentioned in
the Introduction, this last quantity is of relevance in the study
of the thermoacoustic effect.

The standing wave was generated inside the waveguide
described in Sec. I A. Data were obtained in four different
experiments, using two local pressure oscillation amplitudes
~pa* 520 and 123 Pa!. In all of them the time-averaged tem-

perature of the air wasTm* 523 °C61 °C and the frequency
of oscillation was 13061 Hz as dictated by the length of the
waveguide. The microphone is flush mounted at the bottom
waveguide wall and the cold wire anemometer sensor is at
the same axial position, 0.314 m from the rigid end (x
50.24p). Before each experiment was realized, a previous
calibration of the cold wire anemometer sensor used was
made. In all of the experiments, the cold wire anemometer
sensor distance to the plate (y* ) is varied and it is reported
in a nondimensional formy5y* /dk , wheredk is the thermal
boundary layer depth defined bydk[A2k/rm* Cpv* , k being
the thermal conductivity of air andv* the angular frequency
v* 52p f * . Also, temperature oscillation amplitude results
are reported in a nondimensional formTa5Ta* /Tacalc* .

The structure of the thermal boundary layer was found
by recording the amplitude of the temperature oscillation as a
function of the distance to the wall. The results are shown in
Fig. 4. The maximum error bar is calculated from the uncer-
tainties due to the cold wire anemometer calibration~see Fig.
2!. The value ofTa* attained aty@1 coincides withTacalc*
(Ta→1) within the experimental bar in all cases, as it must
for a standing wave far away from rigid boundaries. The
boundary layer extends to approximately 3dk and data could
be obtained as close as 0.8dk in the 20-Pa case and up to
0.06dk in the 123-Pa case. No further approach was possible
in the 20-Pa measurements because the anemometer output
signal amplitude was less than 10 mV, and data were not
considered reliable as discussed in Sec. II 2. The largest scat-
ter of data was found near the edge of the boundary layer.
The structure of the thermal boundary layer is neatly defined
as a region starting with a temperature withTa;0.1 at y
;0 and then displaying a large temperature gradient that
levels off aty;3dk .

Experimental data are compared with theoretical results
obtained with a simplified theory and reported in a previous
paper.4 The theory indicates that the expression for the tem-
perature amplitude in the boundary layer next to a constant
temperature wall isTa(y)512(e2y cosy)/(11e) wheree is
a parameter that relates fluid and solid properties and is de-
fined bye5Akrm* Cp /ksrs* Cs. Air properties are substituted
by their corresponding value at time-average temperature.
Properties of the wall material are not known with accuracy,
but ceramics in air are estimated to havee;0.01.20 In Fig. 4,
the theoretical curve using this value is given. The coinci-
dence of theoretical result with the experimental observa-
tions is excellent. The experimental error prevents us from
discerning which value ofe is the best fit. For the same
reason, the shallow local maximum predicted by the theory
could not be confirmed by the experimental observations.
Included in this figure are experimental points obtained by
Ho” jstrupet al.8 for 1,y,6. Their results are in coincidence
with those obtained in the present study.

Figure 5 shows the relative phase between temperature
and pressure oscillations~a! as a function of the distance to
the wall, for the same experiments presented in the previous
paragraphs. Aty.4, the relative phase is zero, evidencing
the presence of a standing, adiabatic wave. In the region 1
,y,4, a(y), diminishes monotonically and aty;0.5, the
data display a minimum with an approximate value of

FIG. 3. Base phase difference (ab) as a function of the anemometer output
voltage amplitude (ETa

* ). The magnitude of the associated uncertainty to
each individual experimental point is not significant. Data fitting determines
the calibration curve:ab50.02p10.003pETa

* 20.000019pETa
* 26(0.05p

20.0004pETa
* )

1535 1535J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 G. Huelsz and E. Ramos: Temperature measurements



23p/16. The relative phase approaches zero with a steep
gradient asy→0. A maximum error bar is also reported in
the figure, and it has been found that the main source of error
is associated to the uncertainty estimated for the base phase
difference ~see Fig. 3!. Due to the regularity of the data
points, it is believed that the actual error involved is much
smaller than the error reported formally. Also shown in Fig.
5 is the theoretical curve fora(y) calculated using the ex-
pression in Huelsz and Ramos4 with e50.01. As can be
appreciated, the qualitative agreement is very good, confirm-
ing the validity of the approximations made in the theory.

Experimental errors prevent us from discerning the precise
value of e that best fits the experimental observations;e
50.01 gives a maximum difference between theoretical and
experimental values of 0.06p.

IV. CONCLUSIONS

Experimental techniques were developed for measuring
temperature oscillation using a cold wire anemometer. The
same techniques could also be used to determine the relative
phase between temperature and pressure oscillations in

FIG. 5. Phase difference between temperature and pressure oscillations as a function of the nondimensional distance to the plate (y). Line corresponds to
theoretical prediction usinge50.01. Maximum estimated experimental uncertainty is indicated for some representative points.

FIG. 4. Nondimensional temperature oscillation amplitude (Ta* ) as a function of the nondimensional distance to the plate (y). Line corresponds to theoretical
prediction, usinge50.01. Maximum estimated experimental uncertainty is indicated for representative points.
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acoustic waves. The amplitude of the temperature oscillation
in the thermal boundary layer produced by a standing acous-
tic wave in air with isothermal conditions in the solid bound-
ary was precisely mapped and the structure of the boundary
layer determined to have a thickness of approximately 3dk .
Also, the relative phase of the temperature and pressure os-
cillations could be recorded as a function of the distance to
the plate. The profile is nonmonotonic with a minimum at a
distance of approximately 0.5dk from the wall. Qualitative
agreement with the simplified theory4 based on Rott10 and
Swift2 works is very good.
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In recent publications@Chew et al., IEEE Trans. Blomed. Eng.BME-9, 218–225~1990!; Borup
et al., Ultrason. Imaging14, 69–85~1992!# the inverse imaging problem has been solved by means
of a two-step iterative method. In this paper, a third step is introduced for ultrasound imaging of the
breast. In this step, which is based on statistical pattern recognition, classification of tissue types and
a priori knowledge of the anatomy of the breast are integrated into the iterative method. Use of this
material classification technique results in more rapid convergence to the inverse solution—
approximately 40% fewer iterations are required—as well as greater accuracy. In addition, tumors
are detected early in the reconstruction process. Results for reconstructions of a simple
two-dimensional model of the human breast are presented. These reconstructions are extremely
accurate when system noise and variations in tissue parameters are not too great. However, for the
algorithm used, degradation of the reconstructions and divergence from the correct solution occur
when system noise and variations in parameters exceed threshold values. Even in this case,
however, tumors are still identified within a few iterations. ©1998 Acoustical Society of America.
@S0001-4966~98!03803-X#

PACS numbers: 43.60.Pt, 43.60.Lq, 43.58.Bh@JLK#

INTRODUCTION

Breast cancer is a major health issue for women today.
In the United States, cancer is the leading cause of death in
women ages 35–50 with breast cancer responsible for the
majority of cancer-related deaths. In 1995, approximately
182 000 new cases of breast cancer were diagnosed and
46 000 women died from this disease.1 The earlier a breast
tumor is detected, the greater the chance of survival of the
victim.2 If a tumor is detected when it is small~with a diam-
eter of 5 mm or less, a so-calledminimal tumor!, the pa-
tient’s post-treatment life span is on the order of 20 years, the
normal life expectancy of a middle-aged woman.2 Thus it is
critical to develop breast imaging techniques with sufficient
resolution to detect small tumors.

In current ultrasound mammography techniques it is as-
sumed that scattering of energy in the breast is weak. This
assumption has allowed the development of simple and effi-
cient imaging algorithms. However, recent research has
shown that fat lobes near the surface of the breast signifi-
cantly refract, or bend, the ultrasound energy as it passes
through the breast.3–5 This strong refraction violates the
weak scattering assumption. Consequently, to increase the
likelihood of detecting minimal tumors, imaging algorithms
must account for strong scattering. This requires the use of
full-wave inversion techniques.

In recent publications, the full-wave inverse imaging

problem has been solved using an iterative approach based
on moment methods and the Gauss–Newton~GN! method.6

This iterative technique~and similar methods7–12! assumes
that the scattering object is bounded within a region of space
but that no additional information is known. It consists of
two steps which are repeated in sequence until a termination
criterion is satisfied. In the first step, the total field is com-
puted for the scattering object; in the second, the scattering
object is updated using the measured scattered fields and the
calculated total field. The iterative technique can be compu-
tationally expensive since a large number of iterations is
typically required to adequately reconstruct the scattering ob-
ject.

A third step has been developed by the authors to reduce
the computational expense. When the scattering object is
composed of a known set of materials, but with an unknown
configuration, the convergence rate and accuracy of the in-
verse solution can be increased usinga priori knowledge of
the material characteristics. This is the basis of the third step,
material classification. In the classification procedure a his-
togram is constructed for the tissue loss in the image of the
scattering object. Gaussian distributions are fitted to the his-
togram, and classification decisions are based on the location
and spread of the Gaussian modes. The decision process is a
Bayes, or maximum likelihood, classifier with an option to
reject a classification.13,14 When the decision is made to ac-
cept a classification, a region of the image~pixel sized! is set
equal to the appropriate material. When the decision is made
to reject a classification, the region is left unmodified.

In this paper, inverse imaging with material classifica-
a!Electronic mail: cmanry@spawar.navy.mil
b!Electronic mail: shira@eecs.wsu.edu
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tion is studied. Simulations are performed using a simple
two-dimensional model of the human breast. The model con-
tains both minimal tumors~less than 1 mm in size! and small
cysts as well as larger tumors and cysts. It also includes a fat
layer. The results show that when the signal-to-noise ratio
~SNR! is large and tissue parameter values have little varia-
tion, addition of the third step reduces the number of itera-
tions by 40%, reduces the CPU time required by 48%, and
increases the accuracy of the reconstructions. However,
when the SNR is not large or the spread of the sound veloc-
ity in the tissue is appreciable, location of minimal tumors
still occurs early in the iterative process but reconstructions
are poor. The poor performance is attributed mainly to the
use of an approximation in the GN method. This approxima-
tion greatly reduces the computational cost of the GN algo-
rithm but at the price of reconstruction accuracy.

In the next section a brief review of the GN inverse
imaging technique is presented. In Sec. II, breast tissue pa-
rameters are given and discussed. The method for obtaining
the initial value for the iterative method is explained in Sec.
III, and in Sec. IV the material classification technique is
presented. The two-dimensional breast model used in the
simulations is described in Sec. V, and the simulation results
are presented in Sec. VI. Finally, in Sec. VII, concluding
remarks are given and future work is discussed.

I. THE GAUSS–NEWTON ITERATIVE METHOD

In the Gauss–Newton iterative method, we start with the
Fredholm integral equations

f vf
inc ~x!5 f vf~x!2 È`

f vf~x8!g~x8!

3G~ ux2x8u!dx8, ~1!

f vf
s ~x!5 È`

f vf~x8!g~x8!G~ ux2x8u!dx8, ~2!

wherex is the two-dimensional position vector,f vf
inc (x)is the

scalar incident field,f vf(x) is the total field,f vf
s (x)5 f (x)

2 f inc(x) is the scattered field, and the subscriptvf indicates
that the equations are applied for all source frequencies and
positions. The scattering object is given byg(x)
5k0

2(k2(x)/k0
221), k0 is the incident wave number, and

k(x)5v/c(x)1 ia(x)wherec(x) is the speed of sound and
a~x! is the loss. Finally, G(ux2x8u)5(2 i /4)H0

(2)(k0ux
2x8u) is the two-dimensional Green’s function whereH0

(2) is
the Hankel function of the second kind.17

Equations~1! and~2! can be recast in the operator nota-
tion of Borupet al.:6

fvf
inc 5~ I 2Cv@ /g/# !fvf , ~3!

fvf
s 5Dv@ /fvf /#g, ~4!

whereCv and Dv are N3N and N3Nd matrix operators,
respectively,Nd is the number of detectors, andI is the N
3N identity operator.g, f vf

inc , andfvf areN-length vectors
representing the unknown scattering object, incident field,
and total field, respectively, andf vf

s is of lengthNd . The
notation@/g/# indicates a diagonal operator that multipliesg

with the vector to its right. Field quantity vectors include
information for all frequencies and source positions. The to-
tal number of measurements inf vf

s is M5Nd3V3F where
V is the number of frequencies andF is the number of
source positions.

In a clinical situation, measurements of the scattered
field would be obtained in the following manner. A patient
would lie face down on a platform. Underneath this platform
would be a water tank containing an annular array of equally
spaced transducers. The patient’s breast would be suspended
through a hole in the platform into the water tank and cen-
tered in the array. Each transducer would, in turn, transmit a
pulse through the breast and the fields would be measured at
all transducers, allowing data collection for multiple views of
the breast. This setup is similar to the one used in a study at
the University of Pennsylvania where linear arrays rather
than an annular array were used.3,4

Given a scattering object vectorg and the incident field
vector f vf

inc , the total field vectorfvf can be uniquely deter-
mined from Eq. ~3!. This is accomplished using the bi-
stabilized fast Fourier transform conjugate gradient method
~BI-STAB FFT-CG!.18,19However, Eq.~4! is ill-posed when
both the scattered field vectorf vf

s and the total field vector
fvf are given,20 and direct solution forg is not possible.
Thus an iterative method is employed to obtain estimates for
the object. Here the unknown scattering objectg is estimated
using the Gauss–Newton method. A Frechet variation~Jaco-
bian! of the difference between the measured scattered field
and the estimated scattered field is found with respect to the
object. The Jacobian is given by~see Ref. 6 for details!

Jvf5
]r vf

]g
52Dv~ I 2@ /g/#Cv!21@ /fvf /#. ~5!

Where the residual error is given byrvf
( i ) 5f vf

s(m)2f vf
s( i ) , f vf

s(m)

is the measured scattered field, andf vf
s( i ) is the current esti-

mate for the scattered field at the measurement locations.
The term (I 2@ /g/#Cv)21 cannot be found explicitly. It can
be calculated using the BI-STAB FFT-CG method, but this
requires a large number of additional computations. To re-
duce the cost, the Jacobian is approximated using a binomial
expansion. The final form for this approximation is given by

Jvf5
]r vf

]g
52D

v
~ I 1@ /g/#Cv!@ /fvf /#. ~6!

Borup et al. have found this approximation to be adequate
since it accommodates phase changes for low contrast ob-
jects where the magnitude of the object,ugu, ranged from 0.0
to 0.1; for these values, refraction is minimal.6 The breast
model used for this work has a similar range of approxi-
mately 0.07<ugu<0.11. Phase change alone is not enough in
this case since it does not account for refraction at the fat–
glandular interface.6 However, for this work it is assumed
that a combination of the material classification scheme~see
Sec. V! and the binomial approximation for the Jacobian is
adequate for imaging complex-valued breast tissues.

A summary of the steps of the Gauss–Newton algorithm
follows ~see Ref. 6 for details!:
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~1! For g( i ), where the superscript (i ) represents thei th it-
eration, choose an initial value,g(0) and seti 50.

~2! Solve the forward operator equation for the current esti-
mate of the total fieldf vf

( i ) using the estimate for the
objectg( i ):

f vf
inc 5~ I 1Cv@ /g~ i !/# !fvf

~ i ! ;v,f.

~3! Compute the residual error:

rvf
~ i ! 5f vf

s~m!2f vf
s~ i ! .

~4! If (v,firvf
( i ) i /(v,fi f vf

s(m)i,e, the desired convergence
limit, then stop.

~5! Solve the following minimization equation for]g ( i ) us-
ing the FFT-CG21 method forNinv iterations using the
approximate Jacobian:

min]g~ i !(
v,f

iJvf
~ i !

•]g~ i !1rvf
~ i ! i2.

~6! Updateg( i ):g( i 11)5g( i )1]g( i ).

~7! Set i 5 i 11. Go to step 2 to start the next iteration.

In step 5 the minimization is performed for a set number of
iterations. Normally~as in step 2 for the forward solution!
enough iterations are performed to solve the equations to
within a chosen error bound. For the inverse minimization
~step 5! ]g( i ) conforms to the current estimates of the total
field and object if the solution for]g( i ) is carried out to a
small error~largeNinv). This makes the iterative GN solution
converge to an incorrect answer after only a few iterations. If
Ninv is too small, the image solution converges very slowly.
ThusNinv must be found by trail and error for a given class
of objects or images to be reconstructed. The exact require-
ments for successful reconstruction depend on the number of
source frequencies, detectorsNd , and source positionsF,
and vary for each type of problem considered. The compu-
tational cost, dominated by FFTs, is on the order of (4Nfwd

14NGNNinv)FN log2 N where NGN is the number of GN
steps andNfwd is the total number of iterations in the BI-
STAB FFT-CG for allNGN iterations.

II. BREAST MODEL TISSUE PARAMETERS

For imaging of the breast, the material classification
technique requiresa priori knowledge of the mean values of
both the loss and speed of sound for each tissue type of
interest. The values used in this study are given in Table I.
Note that the speeds of sound are similar, approximately
1570 m/s, for all tissue types except fat and water. The sound

speed information is used in the imaging procedure, but it is
the loss that provides significant distinction between tissue
types. In Table I loss is given for a frequency of 400 kHz at
body temperatures.15,16 Tumors have a loss of 6.58 m21

while skin has a loss of 3.19 m21. Thus tumors can be iden-
tified from their high loss relative to the surrounding tissue
values. Similarly, cysts have low loss and can be identified
relative to the surrounding tissue values.

III. CHOICE OF THE INITIAL VALUE

An initial value for the scattering objectg(0) is needed
for the GN algorithm. Several standard approaches were con-
sidered, including use of the Born approximation. In general,
these approaches work well for reconstruction of the sound
speed, but they do not work well for reconstruction of loss
~see Fig. 1!. Since reconstruction of loss is required to dis-
tinguish tumors, a new approach for obtaining a suitable ini-
tial value is needed. The method developed here is based on
the difference in sound speeds of tissues together with
knowledge of the anatomy of the breast. The human breast
can be partitioned roughly into an external skin layer, then a
fat layer, and finally a glandular interior. Water and fat have
sound speeds that are less than 1500 m/s while skin and
glandular tissue have speeds that are over 1500 m/s. This
information is used to obtain the initial value for a breast
suspended in water and comprised only of skin, fat, and
glandular regions.

To obtain the initial value a good estimate of the sound
speed profile is needed. This is acquired using the Born ap-
proximation or the GN method constrained to real-valued
objects only—that is, with the loss set to zero. Once the
speed profile is calculated, the water, skin, fat, and glandular
regions are located in the following manner: Starting in the
center of the image~in the glandular region! march outward
at a given angle looking for a change in speed from greater

TABLE I. Material parameters for tissue types used in the human breast
model and the mean value of the imaginary part of the object profileg.

Tissue Sound speed@m/s# Loss @ m21# Mean

Water 1490.0 0.0 0.0
Cysts 1584.0 0.46 22.55
Fat 1439.0 1.66 82.55
Glandular 1581.0 2.90 128.77
Skin 1586.0 3.36 149.79
Tumors 1573.0 6.58 295.85

FIG. 1. Loss reconstruction of the 2-D breast model using the approximate
GN method and the Born approximation for the initial value. White repre-
sents the highest loss~15.42 m21! and black the lowest loss~29.13 m21).
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than 1500 m/s to less that 1500 m/s and record the distance
from the center. This corresponds to the fat-glandular bound-
ary. Then continue out toward the skin layer looking for a
speed change from less than 1500 m/s to a greater than 1500
m/s and record this distance from the center. Repeat the pro-
cess for other angles. A decision boundary is then formed
using the average value between the inner and outer points at
each angle. Once this decision boundary is determined, the
water, skin, fat, and glandular regions are easily located. For
example, if an image pixel is on or inside the decision
boundary for the fat-glandular interface and the speed is
greater than 1500 m/s, it is glandular tissue; otherwise, it is
fat. Similar rules are used to distinguish the fat and skin
layers and the skin from the surrounding water. Once iden-
tified, the material in each region is set to the mean loss
value listed in Table I, and the initial value is obtained. This
method is referred to as the initial classification~IC! method.
The results for reconstruction using the IC method are dis-
cussed in Sec. VII.

IV. THE MATERIAL CLASSIFICATION TECHNIQUE

The motivation for adding the material classification
step, which is used after the update of the image between
steps 6 and 7, is to obtain faster convergence. Thea priori
information used to make this step possible includes knowl-
edge of the material parameters and information about the
structure of the breast. For example, it is known that skin
tissue does not exist in the interior of the breast. When a
pixel can be classified as a particular tissue type, it is set to
the mean values of the speed and loss for that tissue.

The algorithm used to make the classification decision is
the Bayes, or maximum-likelihood, classifier:13

P 5MaxC

r~C!P~xuC!

p~x!
, ~7!

whereC is the tissue type or class~e.g., fat, cyst, skin, tu-
mor!, r(C) is the prior probability of classC, P(xuC) is the
conditional probability density function given a classC for
observationx, andp(x)5(Cr(C)P(xuC) is the total prob-
ability density of x. P is a number from zero to one that
represents the probability of the most likely class. For ex-
ample, for a given observation point, if the most likely tissue
is fat, thenC5fat, andP is the largest value for all classes
considered.

A method is needed to estimate the conditional probabil-
ity density function,P(xuC), and prior probability,r(C), for
each tissue type. Since loss is the key distinction between
tissue types, the classification is based on tissue loss. This is
analogous to classifying the imaginary part of the image. The
tissue parameters are assumed to be Gaussian random vari-
ables with the mean values given in Table I.P(xuC) is as-
sumed to have the same Gaussian form. An estimate is then
needed for the height of the individual Gaussian—that is,
r(C)—and its variance for each tissue type.

Estimates of the height and variance are made using a
histogram of the imaginary part of the image. For a more
convenient scale, values are weighted by a factor of 43104.
Mean values for the Gaussians used in the histogram are

listed in Table I. A window is centered at each mean value
and the height estimate is obtained by finding the area of the
histogram under each window. The variance estimate is
found in a similar manner. The sum of the heights is normal-
ized to one—that is,(Cr(C)51. Also thresholds are chosen
for the variances to ensure they are in a proper range for each
of the tissue types. Estimates that are too large or too small
cause poor classification choices. The Bayes classifier is
tuned using knowledge of where tissue losses should appear
in the histogram. An example of a histogram is given in Fig.
2. Once the estimates forr(C) andP(xuC) are obtained the
object can be classified by examining each image pixel and
calculating which tissue type it most likely is. However,
there are situations when no decision should be made—for
example, when it is equally likely that a pixel is two different
tissue types. Another class is introduced to handle such situ-
ations, the ‘‘rejection’’ class, for which a pixel is left un-
modified until the next GN iteration where an attempt is
made to classify it again. The rule for determining a rejection
is

If P >12R, set tissue toC,

Else, reject, ~8!

where 0<R<1 is the rejection rate and a controlling pa-
rameter for each GN iteration. IfR50, then all decisions
from the Bayes classifier are rejected; ifR51, then all de-
cisions are accepted. ThusR is used as a measure of confi-
dence in the ability to classify. Initially,R is kept small to
allow separation of tissue types. As the tissues in the image
become distinct,R is increased, allowing classification of
tissue types. There is a trade-off in the choice ofR. The
more slowly it is increased, the more slowly convergence is
obtained. However, if it is increased too rapidly, degradation
in the reconstruction occurs because of incorrect classifica-
tions. A linear ramp fromR50 to R51 was chosen for the
rejection rate because of its simplicity, and rejection was
initiated at the fourth GN iteration. This was found to give
reasonable results. However, further research is needed to
determine an optimal method for choosingR at each GN
iteration.

FIG. 2. Example of a histogram of the image loss and its Gaussian fit from
the 2-D breast model under reconstruction. Also shown are the mean values
for the loss of the various tissues.
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The technique described above selects the tissue type
using the imaginary part of the image, an estimate of the
Gaussian curves, and the rejection rateR. However, the de-
cisions made by the Bayes classifier can be incorrect. For
example, cysts~low loss! and tumors~high loss! are initially
set to glandular tissue~medium loss!. During early iterations,
cyst locations are identified as fat because of the low-loss
classification. Similarly, tumors are classified as skin. This
incorrect identification can cause the image to diverge from
the desired result. To prevent this from occurring, a ‘‘clean-
up’’ step is inserted after the Bayes classification step. The
speed and loss of recognizable, nonrejected pixels are
checked to ensure that they fall within acceptable bounds. If
they do not, the pixel identification is rejected. The location
of the tissue type is also checked. For example, if a pixel is
identified as skin tissue in the breast interior, it is rejected.
The ‘‘clean-up’’ procedure insures selection of tissue types
that will most likely lead to a convergent solution in the
iterative process.

V. THE TWO-DIMENSIONAL BREAST MODEL AND
SCATTERING GEOMETRY

The two-dimensional breast model used in the numerical
simulations is presented in this paper is shown in Fig. 4~b!.
The model is discretized into 128 by 128 pixels~N5128
3128). The simulations are performed at a frequency of 400
kHz with the pixel set to 0.93 mm~l/4 in water!. The model
is comprised of a skin layer 2 pixels~1.86 mm! wide with an
outer radius of 60 pixels~5.59 cm!. Next a fat layer is con-
structed with an annular layer 5 mm wide and 1-cm fat lobes
placed along its inner radius. As shown in an earlier paper,5

this creates a highly refractive fat–glandular interface which
provides a rigorous test of our imaging method. The breast
interior is composed of glandular tissue and tumors and cysts
of various sizes and shapes. Minimal tumors and a cyst the
size of one pixel~0.93 mm! are used to test the capability of
imaging small objects. The model is illuminated byF5128
plane waves equally spaced around the breast. The scattered
field is measured along the four edges of the images for each
source rotation; thusNd543F3128. FinallyNinv522. The
scattered field measurements for the true image are calcu-
lated using the BI-STAB CG-FFT method to a residual error
of 1.031029. Similarly the forward field~step 2! for each
GN iteration is solved to a residual error of 1.031025. The
GN iterations terminate when~1! the condition in step 4 is
met with the convergence limite51.031025, ~2! the image
has no rejected classifications,~3! 20 GN iterations are
reached, or~4! no change occurs in the total field.

VI. SIMULATION RESULTS

Before presenting the results of our simulations, termi-
nology and error measures are introduced. Initial classifica-
tion ~IC! refers to use of the initial value described in Sec. IV
with no addition to the GN iterative method. Full classifica-
tion ~FC! refers to use of the initial value with addition of the
material classification step to the GN iterative method. When
the mean values of the tissue parameters~see Table I! are
used with no variation, and no signal noise is added to the

scattered field measurements, the simulation is noiseless.
When tissue losses are allowed to vary by 10% around the
mean values, tissue sound speeds are allowed to vary by 2%,
and the signal-to-noise ratio~SNR! of the scattered field
measurements is set to 70 dB, the simulation is termed noisy.
The noise added to the scattered field measurements repre-
sents system, detector, or external noise sources. The 10%
spread in tissue loss has been chosen because fat and glan-
dular tissue values start to overlap beyond this; it has been
assumed that there is no significant overlap in tissue loss
values.

Error is tracked via~1! the mean-square error between
the measured and computed scattered fields,~2! the mean-
square error between the true and reconstructed image, and
~3! the mean-square error between the imaginary part of the
true and reconstructed images. The first two are standard
error measures; the third is added to evaluate reconstruction
of the loss. Recall that loss provides the best means of dis-
tinguishing tissue types. The error measures are given by

Xs5SQRTS (
v,f

irvf
~ i ! i2Y (

v,f
i f vf

s~m!i2D , ~9!

Gmag5SQRTS (
j

ig~T!2g~ i !i2Y (
j

ig~T!i2D , ~10!

Gimg5(
j

uIMAG ~g~T!2g~ i !!u/uIMAG ~g~T!!u, ~11!

whereg (T) is the true object and( j is over all image posi-
tions.

Simulation results for the noiseless IC and FC cases are
shown in Figs. 3–5. In Fig. 3 and in Table II the different
error rates are shown. For the IC simulation the error curves
demonstrate that the GN method converges from the initial
value to the true image. However, convergence is slow. After
20 iterations, the final IC image is shown in Fig. 4~a!. The
tumors and cysts are clearly reconstructed, but some ripple
occurs around them as well as in the water region.

FIG. 3. Error curves for the noiseless case using the initial classification
~IC! and full classification~FC! simulations. The arrow indicates that the
error is zero at the 12th iteration.
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This simulation and all other simulations were per-
formed on a Paragon supercomputer using 128 parallel
nodes. Calculations for all simulations took approximately
30–60 wall-clock minutes.

For the noiseless FC simulation, reconstruction of the
image is complete by the twelfth iteration, and the algorithm
terminates at the thirteenth iteration. The error for the scat-
tered field isXs51.91431025, an improvement over the IC
result of nearly an order of magnitude. The final image is
shown in Fig. 4~b!. There is no ripple in the water region and
the tumors and cysts are reconstructed perfectly. The rejec-
tion rateR for all FC simulations is set to zero for the first
five (i 55) iterations. From the sixth through eleventh itera-
tions (i 56 – 11) it is increased linearly to 0.75. From the

twelfth iteration (i>12) it is held constant at 1.0. The FC
simulation requires 40% fewer iterations and 48% less CPU
time than the IC simulation for the noiseless case.

In Fig. 5 classification decision plots for both the sixth
and last iterations are shown. Tissue types have been as-
signed a gray value according to the decisions made during
the classification step. In the case of a rejection the pixel is
assigned a white value. Note that for the sixth iteration, when
the rejection rate is nonzero for the first time, all tumors are
located and correctly classified. The material classification
technique locates and identifies tumors, including minimal
tumors, quickly. However, the cysts, particularly larger ones,
take longer for full reconstruction.

Simulation results for the noisy IC and FC cases are

FIG. 4. Loss reconstructions for the noiseless case using~a! the IC simulation at the 20th iteration and~b! the FC simulation at the 12th iteration. White
represents the lowest loss and black the highest loss. For the IC simulation the range is20.0526 m21 to 7.619 m21 and for the FC simulation the range is 0.0
m21 to 6.585 m21. The symbols represent water~W!, skin ~S!, fat ~F!, glandular~G!, cyst ~C!, and tumor~T!.

FIG. 5. Decision plots using the FC simulation for the noiseless case at~a! the 6th iteration and~b! the 12th iteration. White pixels show locations of
rejections. Symbols are the same as in Fig. 4.
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shown in Figs. 6–10. The results are not as good as for the
noiseless case. As shown in Fig. 6 and listed in Table II,
there is very little improvement in the error value with in-
creasing iterations. In fact the image error curves for both the
IC and FC simulations start diverging after the ninth itera-
tion. If the SNR is decreased or the spread in the speed is
increased, the results get worse. Both the IC and FC images
after the ninth iteration are shown in Fig. 7; the contrast is
better in the FC image, but tumors and cysts are visible in
both. The final results after 20 iterations~Fig. 8! are similar.
Note that there is more speckle in the IC image after the
twentieth iteration, which is the cause of the divergence. For
the FC results, the divergence is caused by errors that occur
during the material classification step. Pixels near the cross-
shaped tumor are incorrectly identified as tumor~marked
‘‘E’’ in the figure!. Also, as image locations are identified
during the classification step, more pixels are set to the mean
values of the tissues, increasing the error.

In Fig. 9 classification decision plots for both the ninth
and last iterations are shown. An incorrect identification is
labeled ‘‘E;’’ the number of mis-identifications increases by
one, while the number of rejections in the skin layer de-

creases. Note that at the sixth iteration~Fig. 10! the classifi-
cation scheme has detected all but one of the minimal tu-
mors, and the remaining tumor is located in the following
iteration. Even when the reconstruction results are poor, the
imaging method identifies tumors quickly.

The main cause of the divergence discussed above is the
use of the approximate Jacobian in the GN method. This
approximation works well for low contrast materials and has
the advantage of considerably decreasing the computational
cost. Initially, it was hoped that addition of the classification
step would allow good reconstruction even for high contrast
materials. Apparently the approximate Jacobian is not accu-
rate enough for perfect reconstruction of the breast in the
presence of strong refraction, but it is accurate enough to
allow identification of even minimal tumors.

FIG. 6. Error curves for the noisy case using the IC and FC simulations.

TABLE II. Error rates for the IC and FC simulations for both noiseless and
noisy cases.

Error Noiseless

With noise

9th Iter. 20th Iter.

IC Xs 8.89731024 4.07731024 3.59331024

IC Gmag 1.72631023 1.94531022 1.93831022

IC Gimg 1.72631022 0.1170 0.1222
FC Xs 1.91431025 4.16131024 4.20731024

FC Gmag 0.0 1.920131022 1.92331022

FC Gimg 0.0 0.1008 0.1024

FIG. 7. Loss reconstructions for the noisy case using~a! the IC simulation and~b! the FC simulation at the 9th iteration. For the IC simulation the range is
20.5241 m21 to 6.909 m21 and for the FC simulation the range is 0.0 m21 to 6.585 m21.
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VII. SUMMARY

In this paper a new step for use in the Gauss–Newton
iterative inverse imaging algorithm has been presented. This
step, known as material classification, is added to increase
the rate of convergence; it uses a Bayes classifier that iden-
tifies and sets image points to the known mean values of the
tissue sound speed and loss. Classification decisions are
based on Gaussian curves fitted to a histogram of image loss.
Image loss allows a clear distinction between tissue types.
After initial values have been chosen, a ‘‘clean-up’’ phase is
used to insure that material classification leads to a conver-
gent and correct solution. To save significant computation
time, the Jacobian appearing in the Gauss–Newton method is
approximated. Because of this approximation, choice of a
proper initial value is critical for obtaining convergence to

the correct solution. The initial value is found using tissue
parameters anda priori knowledge of the breast structure.

Simulations using only the initial value, referred to as
initial classification~IC!, are performed for a simple two-
dimensional model of the human breast. The results for the
noiseless case are quite good, but convergence is slow. When
the material classification step is used in addition to the ini-
tial value, referred to as full classification~FC!, better results
are obtained at approximately 60% of the cost. However,
when system noise and variations in tissue parameter values
are added, both classification methods give divergent results.
For the FC simulations, the divergence is attributed primarily
to use of the approximate Jacobian. If the signal-to-noise
ratio is decreased or the sound speed variation is increased,
the results are more divergent. Nonetheless, minimal tumors

FIG. 8. Same as Fig. 7 but at the 20th iteration.~a! For the IC simulation the range is20.7467 m21 to 7.5454 m21 and~b! for the FC simulation the range
is 0.0 m21 to 6.585 m21.

FIG. 9. Same as Fig. 5 but for the noisy case and at~a! the 9th iteration and~b! the 20th iteration. The symbol ‘‘E’’ denotes classification errors made during
the material classification step.
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~less than 1 mm! are reconstructed for both types of simula-
tions, and the material classification technique still identifies
and locates tumors early in the iterative process.

Another possible factor in the divergence of the results
is the rigidity of the classification method. Pixels are forced
to a single value after each iteration, causing incorrect con-
vergence with variation in the sound speed. In future work
modification of this method will be examined. Further re-
search is also needed to find a technique for selecting an
optimal rejection rate~R! at each GN iteration. Finally, use
of alternate approximations to the Jacobian and use of the
full Jacobian will be considered.
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A large set of dolphin-emitted acoustic pulses~‘‘echolocation clicks’’! have been examined, which
were reflected from various elastic shells that were suspended, underwater, 4.5 m in front of the
animal in a large test site in Kaneohe Bay, Hawaii. A carefully instrumented analog-to-digital
system continuously captured the emitted clicks and also the returned, backscattered echoes~A/D
conversion at 500 kHz!. Using standard conditioning techniques and food reinforces, the dolphin is
taught to push an underwater paddle when the ‘‘correct’’ target—the one he has been trained to
identify—is presented to him. He communicates his consistently correct identifying choices in this
manner. Many echoes returned by three types of cylindrical shells in both the time and frequency
domains as well as in thejoint time-frequency (t- f ) domain, by means of Wigner-type distributions
have been examined. It will be shown exactly how specific features observable in these displays are
directly related to the physical characteristics of the shells. This processing takes advantage of
certain fundamental resonance principles to show which echo features contain information about the
size, shape, wall thickness, and material composition of both the shell and its filler substance. In the
same fashion that these resonance features give the identifying characteristics of each shell, it is
believed they may also give them to the dolphin. These echo features may allow him to extract the
target properties by inspection without any need for computations. It is claimed that this may be the
fundamental physical explanation of the dolphin’s amazing target ID feats, upon which they base
their recognition choices. This claim may be substantiated by the detailed analysis of many typical
echoes returned by various shells, when they are interrogated by several dolphins. Thus far, this
analysis of many echoes from many shells has only been carried out for a single dolphin. ©1998
Acoustical Society of America.@S0001-4966~98!03603-0#

PACS numbers: 43.60.Ft, 43.40.Ey, 43.20.Gp, 43.80.Ka@JLK#

INTRODUCTION

Dolphins have an unsurpassed ability to identify under-
water objects using their biological sonar. Extensive prior
efforts have been devoted to train and test these animals, and
to gather data in order to try to understand:~i! how they
generate their echolocating clicks;~ii ! what is the limit of
their auditory ability;~iii ! how they perceive or analyze the
echoes returned from targets. Much of this earlier echo-
analysis work has simply described the performance of se-
lected animals~i.e., successes versus failures! in carrying out
certain feats, such as distinguishing between various simple
shapes or materials. Some of the existing literature on this
general topic has been summarized in recent books.1,2 The
present paper makes use of a database gathered during a
matching-to-sample experiment conducted at the NRaD, Ha-
waii, Laboratory. It contains a large collection of clicks emit-
ted by trained dolphins when they are insonifying or echo-
locating cylindrical metal shells that contain various fillers.

The database also contains the backscattered echoes returned
to the animal. These data together with theoretical predic-
tions of ours for the same conditions are compared and ana-
lyzed here. We also use an inverse scattering technique we
have developed that permits the total identification of the
target characteristics from certain features in the echoes.
These features are present in both the measuredand in the
predicted responses, even though these two are not always
identical replicas of each other. The three basic spectral fea-
tures are:Dx, Dx8, andx* . These quantities and their time-
counterparts~Dt, Dt8, andt12t* ! are explained in detail in
later sections. Here we defineDx ~andDx8! as certain longer
~or shorter! spacingsbetween the resonance peaks that are
observable in the spectrum of the echoes. The quantityx* is
the ~nondimensional! frequency location of the first spectral
peak. We will show below thatwe can extract all the char-
acteristics of the targets~i.e., shape, size, shell composition,
shell thickness and filler composition! from these features in
a simple fashion that hardly requires any calculation. In view
of this, and since these clues are also available to the dol-
phin, we claim, and would like to believe, that this is the
simple procedure also used by the dolphins to carry out their

a!Current address: Naval Surface Warfare Center, Carderock Division—
Code 684, 9500 MacArthur Boulevard, W. Bethesda, MD 20817-5700.

b!Retired consultant.
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amazing identification feats. The automation of this proce-
dure seems to be straightforward. The important properties
of the incident clicks which best bring out the abovemen-
tioned identifying features in the echo are that the pulses are
short ~i.e., broadband! and energetic enough~i.e., of high
S/N! to overcome the ambient noise levels that might be
present. Both these conditions are met in the experiment de-
scribed here.

I. BACKGROUND ON SOUND SCATTERING BY
SUBMERGED SHELLS

The echo returned by a submerged, elastic, shell of, say,
cylindrical shape contains features due to various effects.3

These are:~a! the specular reflection from the outer~i.e., r
5a! shell surface;~b! the diffracted circumferential waves
which revolve around the shell, starting somewhere near the
edge of the shadow boundary;~c! the elastic waves transmit-
ted into the shell that are scattered from the inner~i.e., r
5b! shell surface and bounce repeatedly within the shell
thickness~i.e., the region:b<r<a!; and ~d! the symmetric
and anti-symmetric circumferential Lamb waves of zero or-
der. In general, these Lamb waves are of the flexural type,
an , and of the longitudinal or extentional type,sn . These
also revolve around the shell, within its thickness, andn
50,1,2,... . At low frequencies, then50 type seems to be
dominant.

The contribution of type~a! causes no peaks or dips in
the graph of the form function,u f `u. The contribution of type
~b! is close to that of a rigid object, and it generates very
weak peaks or dips inu f `u. Extrema in the graph ofu f `u
caused by type~c! contributions can only occur at very high
frequencies. Therefore, for a relatively thin shell@i.e., h/a
5(a2b)/a<5%#, only contributions of type~d! can cause
the extrema that may be present in a plot ofu f `u versus
frequency. In fact, only those due tos0 anda0 are important.
The effect ofs0 appears at much lower frequencies than that
of a0 for a thin shell. Hence, for the present purposes, only
s0 has to be considered.

II. THEORETICAL PREDICTION OF BACKSCATTERED
PULSES

Given any pulseg(t), of spectrumG( f ), incident on a
submerged shell, the ‘‘echo,’’ or backscattered pressure
pulse returned by the shell is given by4

psc~t!
2r

a
5

1

2p E
2`

`

@ f `~ka!G~ka!#

3expF2 ikaS t2
r

aD Gd~ka!, ~1!

wheret is a nondimensional time:t5ct/a; ka is a nondi-
mensional frequency:ka5x52p(a/c) f ; G(ka) is the spec-
trum of whatever incident pulse one has in terms of the non-
dimensional variablex[ka; and f `(ka) is the form function
of the target in the steady-state case. The above integral is
usually evaluated numerically sincef `(ka) is generally a
complicated function, even for the simplest of targets. For a
cylindrical metal shell of inner/outer radii,b/a, containing

an internal filler substance, which is insonified normally to
its axis by an infinite plane wave, the form function is given
by the series:

u f `~ka!u5U 2

Aipka
(
n50

`

~21!n~22dn0!bnU , ~2!

where the coefficientsbn are obtained from the boundary
conditions of the problem. They turn out to be the ratios of
two 636 determinants, as follows:

bn5

UA1 d12 d13 d14 d15 0

A2 d22 d23 d24 d25 0

0 d32 d33 d34 d35 0

0 d42 d43 d44 d45 d46

0 d52 d53 d54 d55 d56

0 d62 d63 d64 d65 0

U
Ud11 d12 d13 d14 d15 0

d21 d22 d23 d24 d25 0

0 d32 d33 d34 d35 0

0 d42 d43 d44 d45 d46

0 d52 d53 d54 d55 d56

0 d62 d63 d64 d65 0

U . ~3!

The 30 nonzero elements of these determinants are functions
depending on Bessel and Hankel functions and their deriva-
tives, all of arguments depending onka. One of these ele-
ments, for example, is

d2152kaHn
~1!8~ka!. ~4!

The entire list was obtained earlier.5 Also, dmn is the Kro-
necker delta. The above elasticity-based formulation is com-
puterized and can be used to predict the scattered pressure
pulse for any incident pulse~i.e., ‘‘click’’ ! when the shell’s
dimensions and material are known.

We remark that our prediction is approximate. We are
using an exact but two-dimensional model for the shell
motions—the only one possible in closed form—in the three-
dimensional formulation for the echo. The three-dimensional
Green’s function for the Helmholtz equation is used in Eq.
~1! since the echoesmust bethree dimensional. Since the
incidences are normal to the cylindrical axis and the end
effects are small, the resulting echo predictions are adequate.
The identifying features~i.e., Dx,Dx8,x* ,...! in the pre-
dicted curves match those in the measured responses even
though the complete curves are not their identical replicas.
The spectrum of the target response is obtained from the
relation:

UPsc~ka!
2r

a U5uG~ka! f `~ka!u. ~5!

Equation~1! gives the target response in the nondimensional
time-domaint, and Eq.~5! in the nondimensionalized fre-
quency domain,ka5x. The conversion to real time and fre-
quency follows immediately from the definitions oft andx.
It can be shown that Eq.~1! is equivalent to a convolution
and can also be interpreted as the inverse Fourier transform
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of the form function~in retarded time! as viewed through a
‘‘spectral window,’’ which is the spectrum of whatever inci-
dent pulse is used. The dolphin ‘‘click’’ is the pulse in this
case. Equation~1! holds for any target. The quantity varying
with different targets isf `(x). Most of the theoretical pre-
dictions shown here use this formulation to produce the
plots.

We remark that from Eq.~5!, the form function,f `(x),
can be obtained as the ratio of the F.T. of the backscattered
pulse, divided by the F.T. of the incident click. This would
also follow from basic considerations of F.T.’s. This would
only be valid within the~broad! band of the incident pulse
~i.e., 30–130 kHz, as shown later in Figs. 6 and 10!. An
analogous relation also exists in the time domain. The fea-
tures Dx,Dt,... obtained in this fashion coincide with the
ones we have shown in our figures.

III. EXPERIMENTAL MEASUREMENT OF
BACKSCATTERED PULSES

In a test site in Kaneohe Bay, Hawaii, a dolphin was
trained to introduce his head in a hoop and echo locate a
target placed in the water in front of him; see Fig. 1. For the
purpose of the present experiment, the targets were elastic
cylindrical shells that were suspended vertically at a distance
of 4.5 m. The shells here filled with different substances. A
carefully instrumented analog-to-digital system was used to
capture the emitted echo-location clicks and returned back-
scattered echoes. The A/D conversion was at 500 kHz. By
means of standard conditioning techniques and food rein-
forces, the dolphin is taught to push an underwater paddle
whenever the ‘‘correct’’ target—the one he has been trained
to identify—is presented to him. This is the way in which the
animal communicates to us his consistently correct choices.
The animal correctly identifies the shell every time.~Further
details are given in Ref. 6.! We have collected and examined
a large set of these emitted pulses~‘‘clicks’’ ! and the corre-
sponding backscattered echoes from the shells. We have
found exactly how certain specific features observable in the
echoes~measured and predicted! are related to the physical
characteristics of the pertinent shells.7 Our procedure to ex-

amine the echoes makes use of certain basic resonance prin-
ciples to show which echo features contain information
about the size, shape, wall thickness, and material composi-
tion of both the shell and its filler substance. It then extracts
the information from the features.

Our procedure, to be illustrated and explained below
~see Secs. V and VI!, tells us how to extract the details of the
target that has backscattered the dolphin’s insonifying signal,
thus identifying it completely. We believe that the animal
instantaneously processes the echoes and looks for the same
features which immediately tell him the target properties,
without any need for calculations, and prompts him to push
~or not! the rewarding paddle when the ‘‘right’’~or
‘‘wrong’’ ! target is presented. We point out that we have
computed here predicted responses only to compare them to
the measured data, which is always a reassuring confirmation
that ‘‘things are right.’’ We remark that any retentive sub-
ject, after a learning period, can also extract the target char-
acteristics in a simple fashion from the measureddata, with
hardly any calculation, by just noticing the pertinent features.
We believe that this procedure is the fundamental physical
explanation of the dolphin’s extraordinary target ID feats.
This procedure seems to be sufficiently simple to be quickly
automated.

IV. PARAMETERS REQUIRED TO GENERATE
THEORETICAL PREDICTIONS

In order to make echo predictions, the target properties
must be knowna priori. As stated above, the targets can be
totally identified from the measured data, with hardly any
need for calculations. If we can do that, we believe the dol-
phin can also. Theoretical predictions are merely obtained
here as a reassuring confirmation that the echoes observed
and those calculated by our elasticity-based formulation con-
tain very similar ‘‘features.’’ The theoretical predictions for
upsc(t)u and uPsc(ka)u @and also forf `(ka)# are obtained
from Eqs. ~1! to ~5!, using the material parameters given
below.

The shell dimensions are:a53.25 cm,b53.19 cm, and
lengthL58.5 cm. Clearly the shell’s thickness is:h5a2b
50.6 mm. The shell material is aluminum, of density:r
52.79 g/cm3, and dilatational and shear speeds,cd56.38
3105 cm/s andcs53.103105 cm/s, respectively. The fillers
are substances such as glycerol, beeswax, and salt water.
Their properties, plus those of air and pure water, are sum-
marized in Table I.

FIG. 1. Experimental setup for dolphin training, testing, and monitoring.

TABLE I. The properties of the fillers.

c ~cm/s! r (g/cm3)

Glycerol
(C3H8O3)

1.9063105 1.26

Beeswaxa 1.33105 0.96
Salt water
~@25 °C & 35 ppt!

1.533105 1.0241

Pure water
~25 °C!

1.483105 1.000

Air 0.333105 0.0012

aBeeswax has properties close to paraffin.
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These are all the parameters required to generate theo-
retical predictions with the formulation in Sec. I. There are
some additional relations that can be used to obtain other
properties that we will have occasion to use. Some of these
are given below. Young’s modulusE and Poisson’s ration in
terms of the dilatational and shear speeds are

E5rcs
2F3cd

224cs
2

cd
22cs

2 G , n5
cd

222cs
2

2~cd
22cs

2!
. ~6!

Using the above values for aluminum, we find

E57.2131011 dyn/cm2, n50.345. ~7!

The ‘‘plate speed,’’cpl , of an aluminum shell is

cpl5A E

r~12n2!
55.423105 cm/s. ~8!

The ratio:cpl /c, wherec is the sound speed in salt water,
will be later denoted asDx where

Dx>
cpl

c
5

5.423105

1.533105 53.54. ~9!

The ka scale is related to the frequency scale~in kHz! for a
shell of radius 3.25 cm in salt water by

ka5S 2pa

c D f 50.13f . ~10!

The relative shell thickness is

h

a
5

0.6 mm

32.5 mm
51.85% ~thin shell case!. ~11!

The ‘‘coincidence~normalized! frequency’’ of this alumi-
num shell8 can be estimated from the relation: (ka)c(h/a)
;1. Thus (ka)c'54.1. The corresponding ‘‘coincidence fre-
quency,’’ f c is f c'405.5 kHz. This value is way above the

threshold of hearing for dolphins, which is at about 150 kHz,
and thus it is of no use in the present analysis. For this thin
shell, in the present low-frequency band~i.e., ka<20!, only
the s0 Lamb wave is present, and it accounts for all the
observable features. This wave propagates almost without
dispersion and thus,

c0
group5c0

phase5cpl5
A122n

12n
cd . ~12!

All the above quantities equal 5.423105 cm/s, which is the
value already found forcpl . The Rayleigh wave speed,cR ,
for this aluminum shell is:cR>0.98cs>3.03105 cm/s. The
dispersion plots for the phase speeds versusf h8 in the plate
for the s0 and a0 Lamb waves in an aluminum plate are
shown3 in Fig. 2. The plate thickness ish85a2b. To use
this figure, which is valid for a plate, in the present case of a
cylindrical shell, one must relatef h8 in the plate toka in the
shell by f h85(c/2p)(h8/a)ka. In our case:ka5222(f h8)
31025. Since each ‘‘tick’’ in Fig. 2 corresponds to a value
of f h831025'0.2, then it will also correspond to aka value
of 44.5. For the present situation (ka<20), we are within
half of the initial ‘‘tick’’ for the s0 curve. Thea0 curve is
shown dotted before it crosses the horizontal line for the
sound speed,c, in the water, because thea0 wave is not
activated until cphase>c. This occurs at ‘‘coincidence,’’
which here occurs atka'54. So, in the region of interest,
there is onlys0 , which propagates with a nearly constant
phase speed, equal tocpl .

An approximate way to estimate the ratiocd /c, which
provides an alternative way to identify the shell material, is
from the empirical relation:

cd

c
>F 10a

c~ t12t* !G
2

. ~13!

FIG. 2. Dispersion plot of the phase velocity of the first two~i.e., a0 ands0! Lamb waves in an aluminum plate.
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Here t1 is the arrival time of the first wave packet or peak
due to thes0 Lamb wave, andt* is the arrival time of the
spectral pulse. The time intervalt12t* is usually very brief,
and the formula is obtained from numerical experimentation.
Previous numerical experimentation has also shown that the
frequency,x* , for the first maximum in the spectrum of the
target response varies with relative shell thickness,h/a, as
shown in Fig. 3. We note thath/a can also be found from the
coincidence frequency usingh/a;1/(ka)c . However, in the
present case, the coincidence frequency is too high for this
relation to be applicable. Figure 3 shows results for alumi-
num and steel shells. Analogous curves for shells of other
materials can also be obtained. The so called ‘‘quasi-
thickness resonance’’8 can be used, in some instances, to
determine the composition of the internal filler. However, in
the present case it occurs at such high frequencies~viz., for
ka'707, or f >5.3 Mhz! that it is of no practical use.

To identify the sound speed in the filler it is useful to
consider the time interval,Dt8, for a ‘‘ray’’ incident on one
side of the shell to travel back-and-forth through the shell
and the internal filler. Ifc3 is the sound speed in the filler,
then, obviously,

Dt852F2h

cd
1

2b

c3
G . ~14!

If Dt8 is measured, thenc3 is

c35
4bcd

cdDt824h
5

4bcdD f 8

cd24hD f 8
, ~15!

where we have used the time-frequency relation:Dt8D f 8
;1. One final, auxiliary relation gives directly the value of

Poisson’s ration in terms of the ratio:cpl
2 /cd

2[A. It is

n5
1

A
@A211A12A#. ~16!

This relation is obtained from the known expression:3

cpl

cd
5

A122n

12n
, ~17!

by solving it for n. The above approach becomes more ac-
curate after the~low-frequency! diffraction effects have di-
minished and ray theory begins to dominate. This concludes
the list of auxiliary relations between the various problem
parameters that are useful in the present situation.

As an example of a theoretical prediction, we evaluate
and plot the form functionu f `(ka)u of a cylindrical alumi-
num shell of dimensions:a532.5 mm, h5a2b50.6 mm,
in the frequency range: 0<ka<32.5. For the given value of
‘‘ a, ’’ this corresponds to a band of: 0< f <250 kHz. The
shell is filled with beeswax, and is submerged in salt water.
All the material properties are given in Table I. The result,
obtained from Eqs.~2! and~3!, with the elementsdi j given in
Ref. 5, is shown in Fig. 4. The features in it, will be dis-
cussed and used below.

V. EXTRACTION OF TARGET INFORMATION FROM
THE ECHOES

We have examined a large number of dolphin emitted
echolocation ‘‘clicks’’ in the database. A typical one~i.e.,
#31 in the series R0521S02! is shown in Fig. 5. This short
pulse has a broad spectrum as seen in Fig. 6, which is the
modulus of the Fourier transform of the pulse in Fig. 5. The
spectrum amplitude is very low abovef >150 kHz, which is
about the threshold of hearing for a dolphin. Since these
spectra are within the animal’s auditory range, they are not
wasting any energy when they generate their emitted clicks.
The correspondingka scale is also shown in Fig. 6, as ob-

FIG. 3. Location of the first resonance peak,x* , in the form function of a
cylindrical shell of various materials, versus the relative shell thickness,
h/a.

FIG. 4. Form function of an elastic tube filled with beeswax. The abcissas
are frequencyf ~in kHz! and nondimensional frequencyka, both in parallel
scales.
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tained from Eq.~10!. This actual dolphin ‘‘click’’ is now
made to hit the cylindrical shell filled with bee’s wax de-
scribed before, which has the form function shown in Fig. 4.
The backscattered pressure waveform is calculated from Eq.
~1!, using theu f `(ka)u in Fig. 4, and theG( f ) @or G(ka)# in
Fig. 6. The result is given in Fig. 7 in the~real! time domain.
The nondimensional variablet is transformed tot by: t
5at/c. The spectrum of this backscattered echo is displayed
in Fig. 8 as obtained from Eq.~5!. Both f andka scales are
shown in Fig. 8. Superimposed—in dotted line—in Fig. 8 is
the spectrum,G( f ), of the incident click, which acts as a
low-pass filter function and suppresses most of the spectrum
abovef >150 kHz. The predicted target response in Fig. 8 is
the portion of the form function in Fig. 4 that ‘‘fits’’ under
the spectrumG( f ) shown in Fig. 6, which acts as a modu-
lating envelope for the spectral response. We note that the
‘‘features’’ in the u f `(ka)u ~cf. Fig. 4! are also present in
uPsc(ka)u ~cf. Fig. 8!, but only within the band bounded by
G( f ) ~i.e., up tof >150 kHz!. We also note that although the
incident clickg(t) in Fig. 5 is very short~i.e., under 0.1 ms!,
the target response in Fig. 7 lasts ten or more times that

amount. Figures 7 and 8 are predicted calculations. Figures 9
and 10 display the same information as measured at the ex-
perimental site and as recorded in the database. We will first
examine the predicted responses.

Figure 8 shows a series of successive~resonance! peaks
caused by the circumnavigatings0 Lamb wave in the shell,
that are spaced a uniform distance:Dx>27.5 kHz. In theka
scale, this separation isDx>3.58. Theka scale is the same
as in Fig. 6. In the time-domain response of Fig. 7, after the
initial spike due to the specular return, there follows a ‘‘tail’’
of resonance peaks, also due to the revolvings0 wave. The
spacing or time interval between successive dips is also uni-
form, and it has the value:Dt>0.038 ms. In agreement with

FIG. 5. One of the measured dolphin ‘‘clicks’’ in the database versus time.

FIG. 6. Spectrum of the measured dolphin ‘‘click’’ in Fig. 5.

FIG. 7. Predicted time signature of the echo from the aluminum cylindrical
shell filled with beeswax. Features spacedDt andDt8 are observed.

FIG. 8. Predicted spectrum of the echo returned by the beeswax-filled shell.
Features spacedDx andDx8 are observed.
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the ‘‘uncertainty principle,’’ it can be verified that

DxDt5~27 500!~0.03831023!'1. ~18!

Closely spaced features in Fig. 7 correspond to widely
spaced features in Fig. 8. There is also another set of features
in Fig. 8 that appears at higher frequencies, that are spaced
an amount:Dx8>10.0 kHz. In theka scale, this separation
is: Dx8>1.30. In the time domain~cf. Fig. 7! we also see
repeated features separated a larger amount:Dt8>0.10 ms.
These two sets of features also obey a relation similar to Eq.
~18!, viz.,

Dx8Dt85~10.03103!~0.1031023!>1. ~19!

These features are due to ‘‘rays’’ incident on the shell, that
travel back-and-forth through the shell and its filler, in the
time interval given by Eq.~14!.

The spacingDx in theka scale of Fig. 8 was:Dx>3.58.
This is essentially the ratio:cpl /c @see Eq.~9!#. Sincec in
salt water is known, this relation determines thecpl5cDx
>5.473105 cm/s, which comes out very close to the value
in aluminum@cf. Eq. ~8!#, and identifies it. The spacingDt
>0.038 ms in Fig. 7 corresponds to the time it takes thes0

Lamb wave to travel once around the shell~i.e., 2pa! at the
speed of thes0 wave, which is the plate speed,cpl , just
determined above. We can use the relationDt52pa/cpl , to
determine the shell radius ‘‘a, ’’ viz.,

a5
cplDt

2p
>3.3 cm, ~20!

which is a close estimate of the true value~3.25 cm!. Since
there is no observable ‘‘giant resonance’’ feature at low fre-
quencies, typical of bodies with two curvatures~i.e., sphe-
roids, ellipsoids, etc.! it can be concluded that this is a
single-curvature object, like a cylinder. The location of the
first maximum in Fig. 8 is aboutx* >1. Using the curve for
aluminum ~already identified! in Fig. 3 we find: h/a
>2.3%, a slightly higher value than the true shell thickness
of: h/a51.85% @cf. Eq. ~11!#. We will see below that the
measured response in Fig. 10 gives an even closer estimate.
Since the radius ‘‘a’’ was determined above, the shell thick-
ness comes out to be:h50.02333.3 cm50.76 mm, which is
the estimate obtained for the true value of 0.6 mm. Figure 7
shows the time interval (t12t* ) to be ;0.01 ms. This can
be used in Eq.~13! to determinecd , which comes out to be:
6.383105 cm/s, as assumed from the start for aluminum.
Figure 8 shows features spaced an amount:Dx8>10.0 kHz
at the high-frequency end of the spectrum. Figure 7 shows
repeated time features spaced an amount:Dt8>0.10 ms.
Here,Dx8 andDt8 obey Eq.~19!. We can verify thatDt8 is
precisely the time required for the back-and-forth travel of a
ray through the shell and the filler, as predicted by Eq.~14!,
viz.,

Dt854S 0.06

6.383105 1
3.19

1.33105D>0.1 ms,

Dx85
1

Dt8
510.0 kHz ~or 1.30 on theka scale!.

It is then clear that Eq.~15! can be used to determine the
sound speed in the filler. It is,

c3>
4b

Dt8
5

4~3.19!

1024 >1.283105 cm/s,

which is close to the value in Table I.~We have used here the
fact that: cdDt8@4h.! The value of Poisson’s ratio in the
shell can also be extracted. Sincecpl and c are already
known, thenA5(cpl /c)2>0.722, and using this value in Eq.
~16! yields n>0.345, the value we started with. Hence, the
predicted plots in Figs. 7 and 8 determine all the character-
istics of the shell and its filler. They do not give the length
(L) of the shell because the model is two dimensional, but
that could be determined experimentally, by other means.

FIG. 9. Measured time signature of the beeswax-filled shell. Features spaced
Dt andDt8, similar to those in Fig. 7, are observed.

FIG. 10. Measured spectral response of the beeswax-filled aluminum shell
insonified by the ‘‘click’’ in Fig. 5. Features spacedDx and Dx8 are ob-
served. These are similar to those in Fig. 8.
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We now examine the measured responses in Figs. 9 and
10. The measured signatures in Fig. 9~and 10! do not exactly
coincide with the predicted ones in Fig. 7~and 8!. However,
the features@i.e., the various spacingsDx, Dt, Dx8, Dt8,
and the frequency or time parameters,x* and (t12t* )# are
nearly the same as those in Figs. 7 and 8. Hence, the identi-
fication procedure follows the same steps. The valueDx
>3.58 yields the samecpl value found before, which identi-
fies the shell material as aluminum. Also,Dt50.038 ms
yields the same shell radius ‘‘a’’ ~3.3 cm!, and fixes theka
scale, as before. The first maximum of Fig. 10 now occurs at
x* >0.78, which corresponds to a relative shell thickness~cf.
Fig. 3! of h/a51.75%, which is a closer estimate to the true
thickness~of 1.85%! than that found from the theoretically
predicted plot ~i.e., Fig. 8!. This yields a thickness:
h5~0.0175!3~3.3 cm!>0.58 mm. Figure 9 shows thatt1

2t* 50.01 ms which, again, yields the true value:cd>6.38
3105 cm/s. FromDt8>0.10 ~cf. Fig. 9! we find the sound
speed in the filler as before, viz.,c354b/Dt8>1.28
3105 cm/s, which is essentially the true sound speed in
beeswax, and serves to identify it as such. We could have
also used:c3>4bDx8, with Dx8510.0 kHz as seen in Fig.
10, and found the same value forc3 . Sincecpl is the same as
before, thenA5cpl

2 /c2 still has the same value 0.722, which
yields the same value found earlier for the Poisson’s ratio of
the shell ~i.e., n50.345!, when substituted into Eq.~16!.
Hence, both the predictedand the measured responses, in the
time and frequency domains totally characterizeall the de-
tails of the targets, even when predicted and measured re-
sponses are not exact replicas of each other. This procedure
has been repeated in various cases with several different fill-
ers and a large number of dolphin clicks. The results are
found to be essentially the same in all these cases.

VI. ANALYSIS OF THE ECHOES IN THE JOINT TIME-
FREQUENCY DOMAIN

Thus far, our analysis was independently carried out in
the frequency and in the time domains, separately. We now
analyze the returned echoes in the combined time-frequency
(t- f ) domain using more advanced signal processing tech-
niques. These techniques are based on the use of Wigner-
type distributions. The basic properties of these distributions
have been extensively discussed elsewhere9 and need not be
repeated. Our own earlier work10 has already indicated how
these distributions are used to analyze acoustic echoes from
submerged structures.11,12A mini-summary of the key results
to be used here, follows.

The pseudo-Wigner distribution~PWD! associated with
a signalf (t) is defined by

W̄f~ t,v!5E
2`

1`

f S t1
t

2D f * S t2
t

2Dwf S t

2D
3wf* S 2

t

2De2 ivt dt, ~21!

where the asterisk~* ! denotes complex conjugation and
wf(t) is a window function, which here will be chosen to be
a Gaussian of the form:

wf~ t !5exp~2at2!. ~22!

The positive numbera controls the width of the time win-
dow and emphasizes or de-emphasizes some selected fea-
tures that may be present in the signal,f (t). The PWD dif-
fers from the standard Wigner distribution~WD! by the
presence of the window function, which is absent in the WD.
The window function can be made to slide along the time
axis with the instantt at which the WD is being evaluated.
Different windows place different weights on the time seg-
ments of the time-varying function,f (t).

The WD belongs to a more general class of bilinear
distributions of the form:

Cf~ t,v;F!5
1

2p E
2`

1`

duE
2`

1`

dtE
2`

1`

F~t,j!

3exp@ i ~jt2vt2ju!# f S u1
t

2D f * S u2
t

2Ddj.

~23!

Different choices of the kernel functionF~t,j! yield the nu-
merous time-frequency distributions used in current work.
For example, ifF(t,j)[1, then, the WD is obtained, viz.,

Wf~ t,v!5E
2`

1`

f S t1
t

2D f * S t2
t

2De2 ivt dt, ~24!

which, as mentioned above, is similar to Eq.~21! with the
window function absent. For a kernel of the important form:

Fs~t,j!5E
2`

1`

wS u1
t

2DwS u2
t

2De2 i ju du, ~25!

the so-called spectrogram results, viz.,

SPECf~v,t !5U E
2`

1`

f ~t!w~t2t !e2 ivt dtU2

5uSTFTf~ t,v!u2. ~26!

This is the modulus squared of a standard Fourier transform
viewed through a windoww(•). The quantity within the
absolute value signs is often called the short-time Fourier
transform~STFT!. The STFT provides good time resolution
but does not provide good enough combined timeand fre-
quency resolution, simultaneously. More general approaches
than that provided by the STFT were conceived from a hope
to obtain a joint timeand frequency distribution of the en-
ergy in a signal. All bilinear distributions can be interpreted9

as smoothed or transformed versions of the WD with their
particular type of smoothing—determined by the window
function—which controls the amount of attenuation of the
~unavoidable! interference terms, and the loss of time-
frequency concentration of features. All continuoust- f dis-
tributions admit discrete representations in the usual way.12,9

The Gabor spectrogram (GSD) of orderD is:13,14

GSf
D~k,l !5 (

d50

D

(
l~d!

a~ tm , f m!H~k2tm ,l 2 f m!, ~27!

where l(d)5$(m,n),(m8,n8)uum2m8u1un2n8u5d% for
eachd is a set of pairs of coordinates separated byd, and
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a~ tm , f m!5Cm,nCm8,n8
* expS i

2p

N
f dtmD , ~28!

H~k,l !52 expH 2F k2

s2 1S 2p

N
s l D 2G J

3expH 2 i F2p

N
~ tdl 2 f dk!G J , ~29!

and where the Cm,n are the orthogonal-like Gabor
coefficients,13 tm5(m1m8)DM /2, f m5(n1n8)DN/2 the
time and frequency centers,td5(m2m8)DM , f d5(n
2n8)DN the time and frequency difference between two
individual Gabor basis functions, ands the variance.

For largerD, the Gabor spectrogram converges to the
WD. The higher the value ofD the higher the amount of

FIG. 11. Pseudo-Wigner distribution~PWD! of the echo-signature returned
by the beeswax-filled tube. This is the prediction of the analytic model
presented here@Eq. ~21!#.

FIG. 12. PWD of the echo from the beeswax-filled shell insonified by the
‘‘click’’ in Fig. 5. This response is obtained from measured data in the
database.

FIG. 13. Gabor spectrogram of orderD54 ~GS! of the echoes from the
shell filled with: ~a! glycerol; ~b! beeswax;~c! salt water@from Eq. ~27!#.
These plots are generated from measured data in the database.
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computations that are required. An optimum value ofD
seems to be about three or four, for which the resolution is
high and the cross-term interference becomes minimal.
Among other distributions that reduce this unavoidable inter-
ference is the appropriately called, the ‘‘reduced interference
distribution.’’ 15 For the present work we will only be con-
cerned with the Gabor spectrogram of orderD ~GS!, and
with the PWD, as given above.

Figures 11 and 12 display the three-dimensional plots of
the PWD obtained from Eq.~21! with a narrow window, for
the predicted and measured shell responses, respectively,
when the aluminum shell is filled with beeswax. The figures
also show the usual12 colorized projection in 2D in the bot-
tom, time-frequency plane, as well as the waveform and
spectrum on the lateral planes. Comparing Figs. 11 and 12
shows that the initial prominent feature of the response plots
~up to 0.02 ms! exhibit great resemblances. The second
strong feature in the predicted response~Fig. 11, 0.08–0.10
ms! is not observable in the measured response, because it
appears later~for t.0.1 ms!, outside the range of the plot.
Analogous figures~not shown! for the case when the shell
filler is glycerol, shows both of these features within the plot
range and agreeing quite well with each other. The results in
Figs. 11 and 12—in the ranges shown—are in general good
agreement with those in Figs. 7, 8, 9, and 10; the smoothed-
out differences being caused by the window effect in the
PWD plots.

Finally, Fig. 13~a!, ~b!, ~c! displays analogous plots for
shells with three different fillers~i.e., glycerol, beeswax, and
salt water, respectively!, but now generated using the GS
@Eq. ~27!#. The lateral planes show the waveform and spec-
trum. These types oft- f plots can also be generated using
many other distributions as we have illustrated earlier in
other publications.12,16 Even with the naked eye a minimaly
trained observer can easily distinguish the differences caused
by the three fillers. Although Fig. 13~a!, ~b!, ~c! contains the
information required for a detailed quantitative analysis12 re-
lating ‘‘features’’ to actual target characteristics as in the
previous Section, if the classification task were just to distin-
guish among these three cases, such differentiation could be
easily accomplished without calculations. It would only be
required to simply inspect these patterns visually or audito-
rily, since they contain the same data, but in a more easily
recognizable form. If there were more targets to choose
from, the patterns could be fed to an automatic comparator to
speed up the process. We also note that Fig. 13~b! is not very
similar to Fig. 12 even though it pertains to the same target,
because it was generated using a different distribution. This
is not always the case. In some instances different distribu-
tions extract similar features and generate nearly the same
plots. We remark in closing that the measured target re-
sponses analyzed here were preprocessed by deleting small
initial portions ~i.e., the first 0.15 ms in the time record; see
Figs. 9 and 12!. This was done because in many cases the
emitteddolphin clicks had some frequency components of,
as yet, unexplained origins at about 7, 12, and 25 kHz. These
are noticeable in Fig. 6 and consequently, in Fig. 10. We
used the clicktail rather than the entire click to retain those

~7, 12, and 25 kHz! features which otherwise would not be
discernible, until their origin is better understood.

VII. CONCLUSIONS

We have presented a simple and systematic technique to
extract all the physical characteristics of selected submerged
targets containing different fillers, from the echoes they re-
turn when insonified by actual dolphin clicks. Theoretical
predictions partially based on an earlier elasticity model5 for
an insonified shell were also generated, mainly to reassure us
that the signatures we were analyzing were close to what
they were ‘‘expected’’ to be. The time or frequency clues or
features~i.e., Dx, Dx8, x* , Dt, andDt8! that we ended up
using for the complete identification ofall the physical char-
acteristics of these targets~i.e., shape, size, shell material,
shell thickness, and filler composition! appeared both in the
predicted responsesand also in the measured waveforms
from the database. Interestingly, this happens even though
the measured echoes were not exact replicas of the predicted
ones. This simple method is amenable to quick automation.
It gives us the necessary clues for identification. We believe
that these same clues can be used by the dolphin. We also
analyzed the echo signatures in the joint time-frequency do-
main using modern signal processing techniques relying on
pseudo-Wigner distributions~PWD! and generalized~Gabor!
spectrograms~GS!. These useful color plots basically con-
tain the same ‘‘data’’ as the separate frequency and/or time
displays mentioned above, but thejoint time-frequency plots
~in either 3D or 2D! provide an easier and faster way to
distinguish one target from another16 by simple inspection.
That is the basic advantage of an advanced signal processing
technique: it gets more and cheaper mileage out of the same
data. The present approach seems to scientifically explain the
secret of the dolphin’s consistent successes. However, the
exact physiological or neuronal mechanisms the animal may
use to extract these features and identify the target are still
not understood, and have not been addressed here. We re-
mark that had thefeatures in the received echoes been
blurred due to poor S/N, or had they been simply missing for
whatever reason, this would have led to wrong choices or
‘‘confusion’’ in the selection of the resulting outcomes.
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The mammalian auditory hair cell: A simple electric
circuit model
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A model based on the potassium current pathway through the hair cell is used to analyze the
electrical behavior of mammalian inner and outer hair cells. Without taking into account the effects
of calcium it is possible to simulate experimental results concerning the shape and strength of the
receptor potential and the frequency dependent ac~alternating current! and dc ~direct current!
components of the receptor current. This model and a simplified form of it are utilized to explain:
~1! Transduction latencies: that the receptor potential follows a stimulating signal with a very short
delay, under the assumption of a constant number of open K1 channels in the lateral part of the cell
membrane.~2! Transduction gains: why higher potential changes are measured in inner hair cells
than in outer hair cells, although the outer hair cells are expected to be exposed to higher
stereociliary motions: in inner hair cells a decrease in the conductance of the basolateral membrane
causes higher gain~receptor potential increases! and together with an increase of membrane
capacitance slower reaction~a larger time constant!. ~3! Transduction channel kinetics: that the
shortest~0.1 ms! as well as the longest~20 ms! possible open times of the transduction channels in
the stereocilia have different frequency related effects on the shape of the receptor potentials.
© 1998 Acoustical Society of America.@S0001-4966~98!03503-6#

PACS numbers: 43.64.Ld, 43.64.Bt, 43.64.Nf@RDF#

INTRODUCTION

In vertebrates, hair cells are found in all peripheral struc-
tures used in hearing and balance. They play the key role in
the mechano-electrical transduction mechanism. Inner hair
cells~IHC! and outer hair cells~OHC! are found in the mam-
malian cochlea. Figure 1 schematically illustrates a typical
inner hair cell. The apical part of the cell including the hairs
~stereocilia! enters the endolymphatic fluid, which is charac-
terized by its high electrical potential and its high K1 con-
centration. The stereocilia of one hair cell are connected
through tip links and lateral links. The transmembrane volt-
age of270 mV for OHC and240 mV for IHC is mainly
caused by the K1 concentration gradient between cell body
and cortilymph. Current influx that changes the receptor po-
tential occurs mainly through the transduction channels of
the stereocilia: stereociliary displacement to the lateral side
of the cochlea causes an increase of transduction channel
open probability and hence depolarization of the receptor
potential, whereas stereociliary displacement to the medial
side results in a decrease of the transduction channel open
probability and hence hyperpolarization. The transduction
channel is cation selective and although Ca11 ions are im-
portant in regulating the opening mechanism of the transduc-
tion channels our electric model considers the main current
component, carried by K1 ions entering the cell.

The relation between hair deflection and receptor poten-
tial change is asymmetric and saturates~Hudspeth and Co-
rey, 1977; Markinet al., 1993!. Small variations of the re-
ceptor potential~about 0.1 mV! cause a release of at least
one quantum of neurotransmitter which may cause spiking in

the most sensitive fibers of the auditory nerve~Hudspeth,
1989!. In this respect the effectiveness of synaptic transmis-
sion from the hair cell to the auditory nerve fiber is extraor-
dinary compared to common synaptic transmission, e.g.,
Katz and Miledi ~1967! report that there is a threshold for
neurotransmitter release at about 45 mV depolarization in the
presynaptic terminal of the squid stellate ganglion.

Several hypotheses are concerned with the opening
mechanism of the transduction channels in the stereocilia.
The most prominent is the gating-spring theory from Hud-
speth which proposes that the tip links which connect neigh-
boring stereocilia are elastic elements, called gating springs,
that directly open the transduction channels~Pickleset al.,
1984!. Even the assumption that the gating springs are local-
ized in the horizontal links would not influence the function-
ality of the transduction mechanism~Gitter, 1994, 1996!. Be-
cause of the lack of experimental data, our model does not
suggest a detailed transduction mechanism process.

Mammalian hair cells are very sensitive and because of
their short latency in generating the receptor potential a sec-
ond messenger system is highly unlikely to be involved. In
the present paper we show that a model of the hair cell that
just takes into account its electrical properties yields results
comparable to those from experiments.

I. ELECTRICAL MODEL OF A HAIR CELL

The main task of hair cells in sensory systems is to
detect forces which deflect their stereocilia. Differences in
the hair cells of the cochlea and of the vestibular organ ap-
pear in ion concentrations, in geometries and membrane
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properties. Even in the same cochlea there are remarkable
differences between receptor potentials from inner hair cells
and outer hair cells~comp. inset of Fig. 3!. Konishi and Salt
~1983! measured the K1 activities in the mammalian cochlea
at @K1] endolymph5 113.8 mM,@K1] cortilymph 5 1.98 mM and
@K1] hair cell 5 64.8 mM. In our model we used data from
Zenner~1994! as shown in Fig. 1~see also Maet al., 1996!.
In the cochlea, the electrical potential of endolymph and
cortilymph are 84.7 mV~Konishi and Salt, 1983! and 0 mV
~Dallos et al., 1982!, respectively. According to Russell and
Sellick ~1978! and Cody and Russell~1987!, the resting po-
tential of cochlear IHC is about240 mV. The resting poten-
tial of OHC is about270 mV ~Dallos et al., 1982!.

Our equivalent electric circuit model of a hair cell con-
sists of three different compartments~Fig. 2!. The part of the
cell body which is surrounded by cortilymph forms compart-
ment III. U III represents the voltage in the center of this
compartment, i.e.,U III equals the receptor potential. So,
when no stimulus is appliedU III equals the resting potential.
The transition between the cell body and the stereocilia is
modeled by compartment II, a spherical part with center
voltageU II , whose membrane is surrounded by endolymph-
like compartment I, the stereocilia. The current flux through
the transduction channels into the stereocilia is modeled in-
dividually by subcompartments containing switches, which
simulate the opening/closing kinetics of the transduction
channels. The single channel transduction current is calcu-

lated using the cortilymph-cytoplasm potential difference
with constant single channel conductance resulting in 10 and
12 pA for IHC and OHC, respectively. However, our model
does not suggest a detailed mechanism for the transduction
process since further experimental evidence on the molecular
movement associated with transduction is necessary, and the
single channel transduction current in our model was as-
sumed to be constant~according to Crawfordet al., 1991, the
fluctuations in receptor potential do not significantly influ-
ence the total charge movement while the transduction chan-
nels are open!. The open probability of transduction channels
depends in a non-linear way on the deflection of the stereo-
cilia; we used the data from Markinet al. ~1993! for model-
ing. U I represents the voltage in the center of each of the
stereocilia. On IHC the stereocilia are arranged in three par-
allel rows, on OHC the three rows of stereocilia are parallel
and additionally arranged in W shape. Zetes~1995! reports
in IHC stereocilia lengths of 2.02461.411mm, and in OHC
of 2.07061.184mm. In our model we have investigated the
influence of stereocilia lengths on the receptor potential
changes. We have averaged the stereocilia lengths reported
in Zetes~1995!, such that the stereocilia bundle is composed
of three rows of stereocilia of increasing heights, with equal
heights in each row and we have also calculated the influence
of uniform stereocilia lengths across the hair bundle.

Each compartment consists of capacity, resistance and

FIG. 1. Scheme of a mammalian cochlear inner hair cell. Experimental
results indicate that there are only one or two transduction channels close to
the tip of each stereocilium. K1 influx through open transduction channels
causes depolarization inside the hair cell, repolarization occurs then because
of K1 outflux through the lateral cell body membrane.

FIG. 2. Equivalent electric circuit diagram of the hair cell’s three main
regions in our model. Each of the compartments is represented by its mean
inside potentialU, membrane conductanceG, membrane capacitanceC,
Nernst potentialE and cytoplasm resistanceR. The K1 influx through the
j th stereociliary transduction channel is represented by the stimulating cur-
rent I stj . GK represents the conductance of a K1 channel in the basolateral
cell membrane.U0 andU4, the potentials in the endolymph and cortilymph
are constant, whereas the potentials in the different hair cell regions,U I , U II

and the receptor potentialU III , depend upon stereociliary movement. Note
that the values ofGI andCI depend on the individual stereocilia lengths.
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battery to model the various currents through the membrane.
Battery potentials were calculated using data of Zenner
~1994!. The compartments are connected by resistances,
which represent the electrical properties of the cytoplasm.
The currents from the open transduction channels combine to
a current which flows through compartment II. This current
then leads to a receptor potential change in compartment III
and leaves the receptor cell through K1 channels in the ba-
solateral membrane. In the resting state, e.g. when the ste-
reocilia are not deflected, about 15% of the transduction
channels are open~Hudspeth, 1989!.

There are few data available on the kinetics of transduc-
tion channels. Crawfordet al. ~1991! report for a 150-nm
displacement of the stereocilia a mean open time of 1.1 ms
and a distribution that could be well fitted by a single expo-
nential. Because of this we modeled the open/close kinetics
by a Markovian process without memory. The shortest pos-
sible transduction channel open time was assumed to be 0.1
ms, the longest 20 ms, as reported for K1 channels in the
lateral cell body membrane of guinea pig outer hair cells
~Zenner, 1994!.

This model can be used for all kinds of hair cells. Pa-
rameters for typical mammalian IHC and OHC which we
have used for our calculations are given in Table I. We used
an average number of 60 stereocilia for IHC and 100 for
OHC, respectively. Note that this does not generally hold in
mammalian cochleas, e.g., in the apex of the guinea pig co-
chlea OHC in the second and third rows frequently have less
than three rows of stereocilia. IHC cell body lengths show
small variations within a single cochlea, OHC cell body
lengths, however, vary, at the apex of the cochlea they can be
three times as long as they are at the base~Spoendlin, 1970!.

We modeled IHC with a length of 20mm and OHC with an
average length of 50mm, according to Zenner~1994!.

Our results show that for the prediction of the receptor
potential in compartment III, the compartments I and II can
be omitted because the leakage through the membranes of
these two compartments is very small.

II. RESULTS

There are differences in the time constants and ampli-
tudes of receptor potential reactions of inner and outer hair
cells to a stimulus of 1 ms duration, which is strong enough
to open all of the transduction channels~Fig. 3!. Here we
assume that 15% of the transduction channels are always
open, and the rest switches from closed to open state while
the stimulus pulse is applied. The main differences between
IHC and OHC in physiological parameters are~see also
Table I!: Compared to an OHC an IHC has fewer stereocilia
with a larger variance in lengths, a smaller cell body, a
higher membrane capacitancy, and fewer K1 channels be-
cause of the smaller basolateral membrane area involved
~leading to a smaller resting potential!. In our view OHC are
also expected to be exposed to higher stereociliary motions
because of their localization close to the mainly moving parts
of the basilar membrane. The inset of Fig. 3 shows the relat-
ing experimental data from Dallos~1983!.

A. Transduction latencies

Modeling an OHC without any open lateral K1 channels
results in a time constant of the receptor potential change of
5 ms, because only current outflux via the membrane is
possible in this situation. The IHC capacitance is modeled

TABLE I. Parameters used for modeling cochlear hair cells.

Parameter IHC OHC

number of stereocilia~human, Zenner, 1994! n560 n5100
average length of stereocilia~guinea pig, Zetes, 1995; l I52 mm l I52 mm
humans: Zenner, 1994!
average diameter of stereocilia~guinea pig, Zetes, 1995; dI50.2 mm dI50.2 mm
Zenner, 1994!
length of cell body~Zenner, 1994! l III 520 mm l III 550 mm
diameter of cell body~guinea pig, Preyeret al., 1994! dIII 58 mm dIII 510 mm
cell body area involved~calculated! aIII 5552 mm2 aIII 51649mm2

open probability of transduction channels at rest 0.15 0.15
~bullfrog, Hudspeth, 1989!
single transduction channel current~guinea pig, I tc510 pA I tc512 pA
lateral OHC K1 channel, Gitteret al., 1992!
input resistance of transduction channel Rin50 V Rin50 V
cytoplasm resistance~Rattay, 1990! r i5100 V cm r i5100 V cm
membrane resistance~Rattay, 1990! rm55 kV cm2 rm55 kV cm2

membrane capacitance~Rattay, 1990; see text! c52 mF/cm2 c51 mF/cm2

cortilymph potential~Zenner, 1994! U450 V U450 V
endolymph potential~Zenner, 1994! U0585 mV U0585 mV
Nernst potential endolymph-cytoplasm~calculated! EI5EII54 mV EI5EII54 mV
Nernst potential cytoplasm-cortilymph~calculated! EIII 543 mV EIII 571 mV
number of K1 channels in the lateral cell membrane Kch5260 Kch5900
~always open; fitted!
conductance of a lateral K1 channel~guinea pig, GK5200 pS GK5200 pS
Gitter et al., 1992!
cytoplasm resting potential~Russell and Sellick, 1978 239.7 mV 269.9 mV
and Cody and Russell, 1987; Dalloset al., 1982!
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with the OHC value doubled. This has several reasons: Ca-
pacitance decreases when the distance between the charged
particles increases, and as 70% of the OHC surface are cov-
ered with large particles of putative motor proteins~Forge,
1991! a smaller capacitance for OHC is justified. Gitter and
Zenner~1990! report that IHC membrane of guinea pigs ap-
pear to be softer and less rigid than those of OHC. This
makes a higher capacitance for IHC reasonable. Further-
more, a variation in membrane capacitance also occurs in
generally accepted models for the membranes of the nodes of
myelinated nerve fibers: Sweeneyet al. ~1987! takes for the
rabbit 2.5mF cm22 as membrane capacitance and Franken-
haeuser and Huxley~1964! assume for the frog 1mF cm22.
These values are necessary for the proper shape of the action
potentials.

The OHC is modeled with 900 open K1 channels with a
single channel conductance of 200 pS leading to a time con-
stantRm III•CIII 50.1 ms@Dallos ~1984! reports a time con-
stant of 0.127 ms#. For the IHC just 260 of those K1 chan-
nels were assumed because of the smaller cell body area
involved, this gives a time constant of 0.255 ms. Russell and
Sellick ~1983! report IHC time constants from 0.19 to 0.89
ms with a mean of 0.387 ms.

B. Transduction gains

The OHC is of remarkable sensitivity: In our model, a
1 ms stimulus of 12 pA~one additional open transduction
channel during this time! leads to a change in receptor
potential of 0.065 mV. The maximum possible range of
receptor potential change is 6.6 mV. Preyeret al. ~1994!
report 5 mV.

The simulation demonstrates the higher gain to equiva-
lent stimuli of an IHC compared to an OHC: A 1 ms stimu-
lus of 10 pA ~one additional open transduction channel dur-
ing this time! leads to a receptor potential change of 0.19
mV. A receptor potential change of 0.1 mV is assumed to
lead to neurotransmitter release and thereby to an action po-
tential in the auditory nerve fiber~Hudspeth, 1989!. In the
case of IHC the maximum possible range of receptor poten-
tial change is 11.1 mV. This is also in accordance with ex-
perimental results~compare the inset of Fig. 3!.

We have investigated the electrical influence of different
stereociliary lengths on the receptor potential in order to jus-
tify a possible simplification of the model. Decreasing am-
plitudes of the voltages occur in the three rows of the stereo-
cilia (U Ii) in the small transition compartment (U II), and in
the cell body (U III ) ~Fig. 3!. Since onlyU III , the voltage
changes at the bottom of the cell, triggers neurotransmitter
release, we propose the following reduction: The calcula-
tions of U I andU II can be omitted, the transduction current
and some additional current, that always flows into the hair
cell because of membrane leakage in the apical part~about
50 pA! are assumed to flow directly into compartment III
~reduced model!.

C. Transduction channel kinetics

The computer simulation allows the investigation of the
influence of constant open times for all transduction chan-
nels. According to experimental results, the open times are
assumed to range between 0.1 and 20 ms. Various open
times at different stimulation frequencies lead to quite differ-
ent results~Fig. 4!. In all examples the sinusoidal stimulus is
equivalent to a 20 nm amplitude, this means a 20 nm deflec-
tion of the stereocilia. For such small amplitudes the open
probability of the transduction channels is a linear function
of stereociliary deflection~Markin et al., 1993!. As we will
see below, for larger displacement this function becomes
asymmetric and saturating.

For this simulation each sinusoidal stimulus period is
segmented in its four quadrants. The transduction channels
are assumed to be stretch sensitive and therefore their open-
ing depends not only on the deflection but also on the direc-
tion of the movement of the stereocilia: Only in the first
quadrant of the stimulating signal~stereociliary motion to the
lateral side! transduction channels open—and one additional
channel opens for every signal step of 1 nm. The transduc-
tion channels hold their open status for a given time@0.1 ms
in Fig. 4~a!, 1 ms in~b! and 18 ms in~c!#. During the second
quadrant of the stimulating signal, when the stereocilia move
back to the initial position, the stretch on the channels is
reduced again and therefore no additional channels open. In
the third quadrant the stereocilia are deflected from the initial
position to the medial side, some of the transduction chan-
nels that were open in the initial resting state are forced to
close, for every signal step of21 nm one channel closes.
Note that in this modeling situation 20 channels are open in
the initial resting state. We investigated the receptor potential
reaction to a 100 Hz signal for three different transduction
channel open times: 0.1, 1, and 18 ms~Fig. 4!. Special ef-
fects occur when the open time of the transduction channels

FIG. 3. Simulated receptor potentials of an inner and an outer hair cell. The
voltages in the stereocilia,U I short , U I average and U I long , increase with
lengths~OHC stereocilia lengths: 2.07061.184mm, IHC stereocilia lengths:
2.02461.411mm!. These voltages are slightly higher thanU II because of
the leakage through the stereocilia and compartment II. The receptor poten-
tial U III is the smallest because of additional leakage through the cell body
membrane. In the resting state 15% of the transduction channels are open,
after 0.2 ms all transduction channels open for 1 ms. Note the following
basic differences between IHC and OHC:~1! the higher gain of the IHC
transduction mechanism;~2! the larger time constant of an IHC does not
allow for saturation of the receptor potential within 1 ms;~3! different
resting potentials, IHC:240.9 mV and OHC:270.4 mV. Inset~from Dal-
los, 1983!: Receptor potentials from one inner hair cell and one outer hair
cell measured in the same cochlea at a stimulation frequency of 1 kHz, 80
dB SPL. Both cells follow the stimulus simultaneously.
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is long compared to stimulus period. Figure 4~c! demon-
strates this effect for a transduction channel open time of 18
ms and stimulus period of 10 ms. During the first cycle of the
stimulus, rectification of TCC and the receptor potentialU III

occur: The transduction channel open time is 18 ms. How-
ever, during the third quadrant of the stimulating signal,
other channels are forced to close. Note that compared to~a!
and ~b! no hyperpolarization ofU III occurs during the first
period of the stimulus. In the second period of the stimulat-
ing signal hyperpolarization takes place, because the chan-
nels that opened during the starting phase of the stimulus
close again.

For higher frequencies the transduction channel currents
accumulate even for shortest open times~Fig. 5!. Our results
show that in the region where low frequencies are detected,
longer transduction channel open times increase the ampli-
tude of the receptor potential, whereas in high-frequency re-
gions short transduction channel open times are of advantage
because they enable hyperpolarization within a few periods
of the stimulating signal.

It is known from experiments that receptor potentials in
auditory hair cells are asymmetric. Markinet al. ~1993! pub-
lished an asymmetric sigmoidal relation between stereocili-
ary displacement and the open probability of the transduction
channels. This relation contributed to the results of Fig. 6
and is shown as the inset of Fig. 6~a!. In ~a! and ~c! stimuli
with an amplitude of 100 nm are used, in Fig. 6~b! the stimu-
lus amplitude is 20 nm. Stereociliary displacements with an
amplitude less than 20 nm are in a region of a linear relation
to the open probability, and thereforeU III in Fig. 6~b! is
symmetrical. Stronger stimuli lead to asymmetry in the re-
ceptor potential@Fig. 6~a! and~c!#. Stimuli in the kHz range
lead because of the time constant to a steady component in
U III ~caused by the dc component of the receptor current!

FIG. 4. Transduction channel current~TCC! and receptor potential as a
function of transduction channel open time.~a! and~b! show one period,~c!
shows four periods of the stimulating sinusoidal 100 Hz signal~displace-
ment of the stereocilia! and the transduction channel current influx which
rises and falls in steps of 12 pA corresponding to the single channel current.
In ~a! the channel open time is 0.1 ms, this is in the range of the OHC time
constantRm III•CIII . Note that UIII accumulates more than the transduction
channel current influx, but it does not reach a 0.1 mV change when two
channels are open. In~b! the channel open time is 1 ms. Because of the
membrane capacitance the curve forU III is smoother than the steplike trans-
duction channel current curve. Note the different voltage scale compared to
~a! and thatU III exceeds a change of 0.1 mV. In~c! the channel open time
is 18 ms and as a consequenceU III becomes periodical not before 18 ms.
The steplike curve is the transduction channel current, because of the OHC
time constant of 0.1 ms the receptor potential is nearly in phase with TCC,
but smoother. Calculations with OHC parameters of Table I, reduced model.

FIG. 5. Receptor potential for a 5000-Hz stimulus and a channel open time
of 0.1 ms. For clarity in the TCC curve is divided into two parts: the
contribution from the number of transduction channels that are open addi-
tionally to the 20 channels open at the resting state~upper step-like curve!,
and the contribution from the number of channels that are open at rest but
closed because of stereociliary movement to the hyperpolarizing side~lower
step-like curve!. The sum of these two curves gives the TCC. Compared to
Fig. 4~c! the phase shift ofU III is larger relative to the stimulating signal
~OHC time constant 0.1 ms!, because of its higher frequency. Calculations
with OHC parameters of Table I, reduced model.

1562 1562J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 Rattay et al.: Auditory hair cell circuit model



which increases with frequency. The steady component in
Fig. 6~d! is in the range of 1 mV, which is in accordance
with experimental results from Dallos~1983! ~comp. inset of
Fig. 3!. However, in auditory hair cells a high variance is
found regarding the sensitivity and the strengths of the alter-
nating and steady components~Mountain, 1989; Russell and
Sellick, 1983; Palmer and Russell, 1986; Preyeret al., 1994!.

III. DISCUSSION

Taking only into account the pathway of K1 ions
through the cell and the capacitative currents results in a
model that is able to represent basic properties of receptor
potential changes in mammalian inner and outer hair cells.
The results of our simulations are in accordance with mea-
sured receptor potentials and membrane currents, comp. the
inset of Fig. 3~from Dallos, 1983! that shows one of the rare
measurements of receptor potentials for IHC and OHC from
the same organ of Corti and demonstrates the higher gain of
IHC. Furthermore, the asymmetric shape of the receptor po-
tential caused by a sinusoidal stimulus@depolarizing portion
is essentially larger than the hyperpolarizing one in Fig. 6~a!
and ~c!# was reported among others by Kroset al. ~1993!.
The steady components in the receptor potential which ap-

pear at higher frequency stimulation, e.g. in Fig. 6~d!, are
also well known from experiments~Palmer and Russell,
1986!.

Because we do not model adaptation our results reflect
the behavior of hair cells with the highest sensitivity. The
large dynamic range of the auditory system of 1:106 can be
explained by at least three facts:~1! for strong stimuli adap-
tation takes place in the hair cell;~2! the synapses of the
auditory nerve fibers connecting to a single hair cell have
different sensitivity; and~3! different sensitivity between
neighboring hair cells.

A comparison of our results with former models shows
that:

~1! Some of the former investigations did not account for the
capacitance of the cell membrane because the analysis
was limited to low frequencies~e.g., Mountain, 1989!.
Our model holds for all frequencies, calculates appropri-
ate time constants for IHC and OHC and enables inves-
tigation of their influence on the receptor potential
changes regarding different transduction channel open
times and stereocilia lengths~Figs. 3, 4 and 5!.

~2! Some authors use RC networks for analyzing parts of the
cortical organ, but they mainly concentrate on other fea-
tures than potential changes within the hair cell~e.g.,
Mountain and Hubbard, 1994; Dallos and Evans, 1995!.

~3! A model of the receptor potential of hair cells utilizing a
simple model circuit and ideas of stretch activated chan-
nels shows interesting results yet it is focused on hair
cells of the lateral line organ of mudpuppy~Bell and
Holmes, 1986!.

Our simple electric circuit model of the mammalian au-
ditory hair cell can be utilized to explain the following im-
portant basic features:

~1! Transduction latencies: The receptor potential follows a
stimulating signal with a very short delay, i.e., with time
constants of 0.1 and 0.255 ms for OHC and IHC, respec-
tively ~see Figs. 3, 5, and 6!. Thus, OHC react faster.
The larger IHC time constant results from an IHC mem-
brane capacitance which is the OHC value doubled; rea-
sons for this assumptions have been given in Sec. II.
Note that these time constants (t5RC! do not depend on
the surface area since C is proportional and R is inverse
proportional to the basolateral membrane area involved.
The difference between IHC and OHC is, therefore, not
affected by the variation in length of the OHC.

~2! Transduction gains: IHC show higher receptor potential
changes to the same stimulus than OHC. This is caused
by different electrical properties of both kinds of hair
cells: In IHC, which are generally smaller compared to
OHC of the same region, the decrease in conductance of
the basolateral membrane causes higher gain.

~3! Transduction channel kinetics: In a single living hair cell
the transduction channels in the stereocilia show a mix-
ture of open times ranging from 0.1 to 20 ms. The com-
puter simulation allows exploration of the influence of

FIG. 6. Receptor potential reactions to different stimulating frequencies.
Figure 6~a! shows the asymmetric receptor potential following a 200-Hz
stimulus with 100-nm amplitude. The inset shows the relation between ste-
reociliary displacement and open probability of a transduction channel ac-
cording to Markinet al. ~1993!. Figure 6~b! and ~c! shows the changes in
U III caused by 1000-Hz stimuli with amplitudes of 20 and 100 nm, respec-
tively. In ~b! U III is symmetric as a consequence of the low amplitude
stimulus~amplitude, 20 nm!, but when in~c! the high amplitude stimulus
is applied, the displacement-open probability relation is not linear any more
for the sinusoidal stimulus and therefore the depolarization is stronger than
the hyperpolarization. In Fig. 6~d! U III consists of alternating and steady
components because of the high frequency stimulation: 20 kHz with 100-nm
amplitude. Calculations with OHC parameters of Table I, reduced model.
~a!–~d! are in the same scale regarding displacement and voltage.

1563 1563J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 Rattay et al.: Auditory hair cell circuit model



possible channel open time distributions on the receptor
potential changes. Furthermore, constant channel open
times are used in order to analyze the significance of the
wide range of channel open times. We have demon-
strated that longer transduction channel open times cause
higher gain whereas the shorter open times are of advan-
tage for the encoding of high frequency stimuli.

In Sec. II C we used the displacement dependent open
probability of the transduction channels to show the effects
of different but constant open times on the receptor potential
at various frequencies. A refinement of our model should
investigate stochastic distributions in the transduction chan-
nel open times for the different stereocilia within one hair
cell and show their effects on the receptor potential and the
ability of the brain to detect the auditory signal. In that
model it will be of importance to consider the fact that OHC
length changes are associated with a charge movement
within the cell membrane, as this charge movement mani-
fests itself as a nonlinear membrane capacitance that contrib-
utes up to 40% of the cell’s total capacitance~Santos-Sacchi,
1991!.

A refinement of the model should also include the volt-
age dependence of the potassium channels in the basolateral
cell body membrane~Gitter et al., 1986; Gitteret al., 1992!
and the role of calcium which performs various local tasks
~Jaramillo, 1995!. For example, at the basal end of the hair
cell depolarization-induced locally increased Ca11 triggers
neurotransmitter release from microdomains, called active
zones or ‘‘hot spots’’~Tucker and Fettiplace, 1995!.

Some interesting models deal with the macro- and mi-
cromechanical behavior of the cochlea and reproduce experi-
mental phenomena~e.g., Furnesset al., 1997!. Our model,
which is concentrated on the electrical properties of hair
cells, adequately reproduces the receptor potential changes
and so is a suitable component in a multicellular model for
peripheral auditory coding~Gebeshuberet al., 1998!.

APPENDIX: MATHEMATICAL FORMULATION OF THE
MODEL

The set of equations for the voltages in the hair cell
~potential earth: cortilymph potential! is the following:

UoIi5E I tc2I oi2~UoIi1EI2U0!•GIi

CIi
dt, ~A1!

UvIi5E I st2I v i2~UvIi1EI2U0!•GIi

CIi
dt, ~A2!

UcIi5E 2I ci2~UcIi1EI2U0!•GIi

CIi
dt, ~A3!

U II5E I 122I 232~U II1EII !•GII

CII
dt, ~A4!

U III 5E I 232~U III 1EIII !•~GIII 1Kch•GK!

CIII
dt, ~A5!

whereUoIi , UvIi andUcIi are the voltages in the middle of
stereocilia with open transduction channels, with transduc-
tion channels changing their state from open to closed~or

vice versa! and with transduction channels that are closed all
the time, respectively; the indexi ( i 51,2,3) represents
short, average and long stereocilia.U II andU III are the volt-
ages in the middle of compartment II and the cell body,
respectively. The value of the single channel currentI tc and
other parameters taken from the literature and used for mod-
eling are listed in Table I.I oi , I v i and I ci represent the cur-
rents in the stereocilia, definition of the indices same as
above,I 12 is the current from the stereocilia into compart-
ment II andI 23 is the current from compartment II into the
cell body.I st denotes the stimulating transduction current in
a single stereocilium, i.e. when the transduction channel is
open,I st equalsI tc , otherwise 0 pA. For the calculation of
the maximum receptor potential changes,I st is modeled as a
current pulse with strengthI tc and all transduction channels
are open~Fig. 3! or closed. The transduction channel open
probabilities are a nonlinear and saturating function of the
deflection of the stereocilia@inset Fig. 6~a!# and determine
the time course ofI st for each stereocilium~Figs. 4, 5, and 6;
the sum of the currentsI st through all stereocilia gives the
whole cell transduction channel current TCC!.

The membrane conductivities and capacities in Eqs.
~A1!–~A5! are

CIi5aIi•c, GIi5aIi•gm, with aIi5dI•p• l Ii1dI
2
•

p

4
,

~A6!

CII5aII•c, GII5aII•gm, with aII5dII
2
•

p

4
2n•dI

2 p

4
,

~A7!

CIII 5aIII•c, GIII 5aIII•gm,

with aIII 5dIII•p• l III 1dIII
2

•

p

4
, ~A8!

wherea denotes area,d diameter andl length:dI50.2 mm,
dII5dIII 510 mm, l I150.886mm ~short!, l I252.07mm ~aver-
age!, l I353.254mm ~long!, l II51 mm, l III 550 mm.

The currents in the hair cell are calculated as follows:

I oi5
UoIi2U II

RIi

2
1

RII

2

, I v i5
UvIi2U II

RIi

2
1

RII

2

, I ci5
UcIi2U II

RIi

2
1

RII

2

,

~A9!

I I2 i5I oi•moi1I v i•maoi1I ci•~ni2moi2maoi!, ~A10!

I I25I I211I I221I I23 , I 235
U22U3

R2/21R3/2
. ~A11!

The cytoplasm resistances in Eq.~A9! are

RIi5
r i• l Ii

0.25p•d1
2 , RII5

r i• l II

0.25p•dII
2 , RIII 5

r i• l III

0.25p•dIII
2 ,

mo is the number of open transduction channels,mao is the
number of transduction channels additionally open to the
15% open at rest@mao ranges from215 ~i.e., all TC closed!
to 185 ~i.e., all TC open! for OHC, and from29 to 151 for
IHC# andni denotes the number of stereocilia in each row.

1564 1564J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 Rattay et al.: Auditory hair cell circuit model



Bell, J., and Holmes, M. H.~1986!. ‘‘A nonlinear model for transduction in
hair cells,’’ Hearing Res.21, 97–108.

Cody, A. R., and Russell, I. J.~1987!. ‘‘The responses of hair cells in the
basal turn of the guinea-pig cochlea to tones,’’ J. Physiol.~London! 383,
551–569.

Crawford, A. C., Evans, M. G., and Fettiplace, R.~1991!. ‘‘The actions of
calcium on the mechanoelectrical transducer current of turtle hair cells,’’
J. Physiol.~London! 434, 369–398.

Dallos, P.~1983!. ‘‘Cochlear electroanatomy: influence on information pro-
cessing,’’ in:Hearing—Physiological Bases and Psychophysics,edited by
R. Klinke and R. Hartmann, Proc. 6th Int. Symp. on Hearing~Springer,
Berlin!, pp. 32–38.

Dallos, P.~1984!. ‘‘Some electrical circuit properties of the organ of Corti.
II. Analysis including reactive elements,’’ Hearing Res.14, 281–291.

Dallos, P., and Evans, B. N.~1995!. ‘‘High-frequency motility of outer hair
cells and the cochlear amplifier,’’ Science267, 2006–2009.

Dallos, P., and Santos-Sacchi, J.~1982!. ‘‘Intracellular recordings from co-
chlear outer hair cells,’’ Science218, 582–584.

Forge, A. ~1991!. ‘‘Structural features of the lateral walls in mammalian
cochlear outer hair-cells,’’ Cell Tissue Res.265, 473–483.

Frankenhaeuser, B., and Huxley, A. L.~1964!. ‘‘The action potential in the
myelinated nerve fibre of Xenopus Laevis as computed on the basis of
voltage clamp data,’’ J. Physiol.~London! 171, 302–315.

Furness, D. N., Zetes, D. N., Hackney, C. M., and Steele, C. R.~1997!.
‘‘Kinematic analysis of shear displacement as a means for operating
mechanotransduction channels in the contact region between adjacent ste-
reocilia of mammalian cochlear hair cells,’’ Proc. R. Soc. London, Ser. B
264, 45–51.

Gebeshuber, I. C., Mladenka, A., Rattay, F., and Svrcek-Seiler, W. A.
~1998!. ‘‘Brownian motion and the ability to detect weak auditory sig-
nals,’’ in Chaos and Noise in Biology and Medicineedited by C. Taddei-
Ferretti ~World Scientific, Singapore, in press!.

Gitter, A. H. ~1994!. ‘‘Sind ‘tip links’ Grundlage der Mechanosensitivita¨t
von Haarzellen?’’ HNO42, 327–333.

Gitter, A. H. ~1996!. ‘‘Row-to-row horizontal links may be associated with
the transduction channels of hair cells,’’ ORL58, 1–3.

Gitter, A. H., Frömter, E., and Zenner, H. P.~1992!. ‘‘C-type potassium
channels in the lateral cell membrane of guinea-pig outer hair cells,’’
Hearing Res.60, 13–19.

Gitter, A. H., Zenner, H. P., and Fro¨mter, E.~1986!. ‘‘Membrane potential
and ion channels in isolated outer hair cells of guinea pig cochlea,’’ ORL
J. Otorhinolaryngol. Relat. Spec.48, 68–75.

Gitter, A. H., and Zenner, H. P.~1990!. ‘‘The cell potentials of isolated
inner hair cellsin vitro,’’ Hearing Res.45, 87–94.

Hudspeth, A. J.~1989!. ‘‘How the ear’s works work,’’ Nature~London!
341, 397–404.

Hudspeth, A. J., and Corey, D. P.~1977!. ‘‘Sensitivity, polarity, and con-
ductance change in the response of vertebrate hair cells to controlled me-
chanical stimuli,’’ Proc. Natl. Acad. Sci. USA74, 2407–2411.

Jaramillo, F.~1995!. ‘‘Signal transduction in hair cells and its regulation by
calcium,’’ Neuron15, 1227–1230.

Katz, B., and Miledi, R.~1967!. ‘‘A study of synaptic transmission in the
absence of nerve impulses,’’ J. Physiol.~London! 192, 407–436.

Konishi, T., and Salt, A. N.~1983!. ‘‘Electrochemical profile for potassium
ions across the cochlear hair cell membranes of normal and noise-exposed
guinea pigs,’’ Hearing Res.11, 219–233.

Kros, C. J., Ru¨sch, A., Lennan, G. W. T., and Richardson, G. P.~1993!.
‘‘Voltage dependence of transducer currents in outer hair cells of neonatal
mice,’’ in Biophysics of Hair Cell Sensory Sytemsedited by H. Duifhuis,
J. W. Horst, P. van Dijk, and S. M. van Netten~World Scientific, Sin-
gapore!, pp. 141–150.

Ma, Y. L., Rarey, K. E., Gerhardt, K. J., Curtis, L. M., and Rybak, L. P.
~1996!. ‘‘Electrochemical potentials and potassium concentration profiles
recorded from perilymph, endolymph and associated inner ear tissues in
adrenalectomized rats,’’ Hearing Res.96, 151–156.

Markin, V. S., Jaramillo, F., and Hudspeth, A. J.~1993!. ‘‘The three-state
model for transduction-channel gating in hair cells,’’ Biophys. J.64, A93.

Mountain, D. C.~1989!. ‘‘Measurement of low-frequency receptor poten-
tials in inner hair cells: a theoretical analysis,’’ Hearing Res.41, 101–106.

Mountain, D. C., and Hubbard, A. E.~1994!. ‘‘A piezoelectric model of
outer hair cell-function,’’ J. Acoust. Soc. Am.95, 350–354.

Palmer, A. R., and Russell, I. J.~1986!. ‘‘Phase-locking in the cochlea nerve
of the guinea-pig and its relation to the receptor potential of inner hair
cells,’’ Hearing Res.24, 1–15.

Pickles, J. O., Comis, S. D., and Osborne, M. P.~1984!. ‘‘Cross-links be-
tween the stereocilia in the guinea pig organ of Corti, and their possible
relation to sensory transduction,’’ Hearing Res.15, 103–112.

Preyer, S., Hemmert, W., Pfister, M., Zenner, H. P., and Gummer, A. W.
~1994!. ‘‘Frequency response of mature guinea-pig outer hair cells to ste-
reociliary displacement,’’ Hearing Res.77, 116–124.

Rattay, F.~1990!. Electrical Nerve Stimulation: Theory, Experiments and
Applications~Springer Wien/New York!.

Russell, I. J., and Sellick, P. M.~1978!. ‘‘Intracellular studies of hair cells in
the mammalian cochlea,’’ J. Physiol.~London! 284, 261–290.

Russell, I. J., and Sellick, P. M.~1983!. ‘‘Low-frequency characteristics of
intracellularly recorded receptor potentials in guinea-pig cochlear hair
cells,’’ J. Physiol.~London! 338, 179–206.

Santos-Sacchi, J.~1991!. ‘‘Reversible inhibition of voltage-dependent outer
hair-cell motility and capacitance,’’ J. Neurosci.11, 3096–3110.

Spoendlin, H.~1970!. ‘‘Vestibular labyrinth,’’ in Ultrastructure of the Pe-
ripheral Nervous System and Sense Organs,edited by A. Bischoff~Georg
Thieme Verlag, Stuttgart!, p. 264.

Sweeney, J. D., Mortimer, J. T., and Durand, D.~1987!. ‘‘Modeling of
mammalian myelinated nerve for functional neuromuscular electrostimu-
lation,’’ IEEE 9th Annual Conference Eng. Med. Biol. Soc. Boston,
1577–1578.

Tucker, T., and Fettiplace, R.~1995!. ‘‘Confocal imaging of calcium micro-
domains and calcium extrusion in turtle hair cells,’’ Neuron15, 1323–
1335.

Zenner, H. P.~1994!. ‘‘Physiologische und biochemische Grundlagen des
normalen und gesto¨rten Geho¨rs,’’ in Oto-Rhino-Laryngologie in Klinik
und Praxis, edited by J. Helms~Georg Thieme Verlag, Stuttgart!, Vol. 1:
Ohr, pp. 81–230.

Zetes, D. E.~1995!. ‘‘Mechanical and morphological study of the stereocilia
bundle in the mammalian auditory system.’’ Ph.D. Thesis, Stanford Uni-
versity.

1565 1565J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 Rattay et al.: Auditory hair cell circuit model



Effectiveness of intermittent and continuous acoustic
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Resistance to noise-induced hearing loss~NIHL ! was studied in gerbils exposed either to
intermittent or continuous low-level noise prior to an intense noise. Auditory-evoked brainstem
response~ABR! thresholds, distortion product otoacoustic emissions~DPOAEs!, Q10 dB values from
compound action potential~CAP! tuning curves, and outer hair cell~OHC! loss were measured for
each group. Subjects were exposed to A-weighted noise~octave band noise centered at 2 kHz! on
an intermittent~80 dB, 6 h/day! or continuous schedule~74 dB, 24 h/day! for 10 days, allowed to
rest in quiet for 2 days, then exposed to intense A-weighted noise~107 dB, 24 h/day! for 2 days. A
‘‘noise-only’’ group was exposed only to the intense noise. Gerbils exposed in both the
‘‘intermittent’’ and ‘‘continuous’’ groups had less~15–30 dB! temporary threshold shift~TTS! than
those in the noise-only group. In addition, the continuous group had less~10–15 dB! permanent
threshold shift~PTS! than the other groups. These data suggest that resistance to NIHL is evident
in both the intermittent and continuous groups when TTS is measured, but resistance to PTS is
afforded only by the continuous paradigm. Both paradigms decreased OHC loss as compared to the
noise-only group, with the continuous paradigm being most effective. However, neither paradigm
conserved DPOAE amplitudes or tuning curveQ10 dB values relative to the noise-only
group. © 1998 Acoustical Society of America.@S0001-4966~98!03303-7#

PACS numbers: 43.64.Wn, 43.64.Pg, 43.64.Jb, 43.64.Ri@RDF#

INTRODUCTION

Recent data suggest that noise-induced hearing loss
~NIHL ! is reduced by prior acoustic stimulation. When a
subject is exposed to intermittent low-level noise, the tempo-
rary threshold shift~TTS! measured after each exposure be-
comes progressively smaller until no TTS is observed. This
phenomenon of ‘‘resistance to NIHL’’ was first noted by
Miller et al. ~1963!, in the cat, but it was not studied again
until Clark et al. ~1987! reported the same phenomenon in
chinchillas. Resistance to NIHL has been demonstrated with
behavioral techniques~Miller et al., 1963; Clark et al.,
1987!, evoked potentials from the brainstem~Subramaniam
et al., 1991; Boettcher, 1993! and cochlea~Boettcheret al.,
1992!, single unit recordings in the auditory nerve~Sinex
et al., 1987!, and in distortion-product otoacoustic emissions
~Franklin et al., 1991; Subramaniamet al., 1994; Boettcher
and Schmiedt, 1995!.

A second series of experiments has demonstrated that
permanent threshold shift~PTS! due to an intense noise can
be reduced if the subject is first exposed to a lower-level
sound. This was first demonstrated by Canlonet al. ~1988!
who exposed guinea pigs to a 1-kHz, 81-dB SPL pure tone
continuously for 24 days, after which no TTS was noted.
Three hours after completing the preliminary exposure, the
subjects were exposed to the same tone for three days at an
intensity ~105 dB SPL! known to cause PTS in control
groups. The pre-exposed subjects experienced significantly
less TTS and PTS after the intense tone than control subjects
exposed to the intense tone only. Protection from PTS can be

afforded likewise by first exposing the subject to intermittent
low-level noise ~Campo et al., 1991; Subramaniamet al.,
1992; Henselmanet al., 1994!. For example, Campoet al.
~1991! exposed chinchillas to a 6-hour intense noise 5 days
after completing a 10-day, low-level intermittent exposure.
In this case, the subjects were found to have less TTS and
PTS after the intense noise than similar subjects exposed to
an intense noise only. More recent work by McFaddenet al.
~1997! showed that the protection from NIHL is long-lasting;
chinchillas exposed to intense noise 60 days after a prelimi-
nary low-level intermittent exposure demonstrated resistance
to TTS and PTS.

Noise-induced cochlear damage may also be reduced by
prior exposure to a low-level noise. Subramaniamet al.
~1994, 1995! exposed monaural chinchillas to an intermittent
noise before an intense noise that resulted in a reduction of
hair cell loss compared to intense noise alone. Canlon~1996!
reported that guinea pigs exposed to a low-level, continuous
pure tone before exposure to an intense tone showed less hair
cell loss than those exposed to the intense stimulus alone.
Bohne and colleagues have also demonstrated that an inter-
rupted low- or high-frequency noise exposure causes less
hair cell loss than an equal-energy, continuous noise~Bohne
et al., 1985, 1987!.

Thus, two experimental paradigms have been used to
exemplify the protective effect of prior acoustic stimulation.
In the first model, the ear becomes resistant to TTS~Clark
et al., 1987! or PTS ~Campoet al., 1991! after intermittent
exposure to noise. In the second model, the ear becomes
resistant to TTS and PTS after exposure to a continuous,
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low-level tone ~Canlon et al., 1988!. While variations of
each of these paradigms have been studied extensively, a
direct comparison of the two paradigms~intermittent versus
continuous preliminary exposures! has not been performed.
The purpose of this experiment was to compare the effective-
ness of intermittent and continuous preliminary exposures in
protecting the ear from PTS and cochlear hair cell loss. Here,
preliminary exposures which caused no TTS were followed
by an intense exposure which, in itself, caused significant
TTS, PTS, and OHC loss. Thresholds were estimated from
auditory brainstem responses~ABRs! to tone pips. The con-
dition of the cochlea was also monitored with DPOAEs and
tuning curves derived from forward masking of the CAP
response. Outer hair cell counts were performed with stan-
dard surface preparation techniques.

I. METHODS

A. Subjects

Thirty one young ~6–14 months! Mongolian gerbils
~Meriones unguiculatus! were used as subjects. The gerbils
were raised in a sound-treated vivarium with a median A-
weighted sound level of 35–40 dB. Each gerbil was checked
for otologic obstruction and infection. All subjects had clear,
healthy ears, and no otologic abnormalities were found. Each
subject received a preliminary ABR; thresholds of all sub-
jects were 25 dB SPL or less at 1, 2, 4, 8, and 16 kHz.
Subjects were assigned randomly to one of three groups:~1!
an intermittent group (n512), exposed to intermittent~6
hours on, 18 hours off! noise for 10 days followed by 2 days
of quiet and 2 days of intense noise,~2! a continuous group
(n512), exposed to low-level, continuous noise for 10 days
followed by 2 days of quiet and 2 days of exposure to an
intense noise; and~3! a noise-only group(n57), exposed
only to intense noise for 2 days. Typical data for an unex-
posedcontrol group was used for comparison of DPOAE
and tuning curve data~data from Boettcher, 1996!.

B. Noise exposures

Noise exposures were performed in a reverberant cham-
ber. Subjects remained in home cages withad lib food and
water throughout the exposures. Each noise exposure was an
octave band noise centered at 2 kHz~see Fig. 1!. The 80-dB
intermittent A-weighted noise was presented for 6 h per day
over a 10-day period. The continuous noise was presented
for 10 days at 74 dB. These exposures were not intended to
be energy equivalents. Rather, they were chosen to provide
maximum resistance to NIHL without independently causing
TTS. The levels were chosen based on unpublished prelimi-
nary data from our lab. Thresholds measured by ABR
showed less than 2 dB of TTS at 1, 2, 4, 8, and 16 kHz for
each of the exposure paradigms after a 10-day exposure. Fol-
lowing the preliminary period of intermittent or continuous
noise, the subjects rested in a quiet vivarium for 48 h before
being exposed to a 107 dB noise for 48 h. Resistance to noise
has been observed with rest periods of 3 h to 60 days be-
tween a protective and an intense exposure~Canlon et al.,
1988; McFaddenet al., 1997!. The goal of this study was to
compare the intermittent and continuous paradigms and thus

the rest period was chosen to maximize the possible protec-
tive effects of the exposures while allowing for recovery
from anesthesia following testing at the end of the protective
exposure. Subjects in the ‘‘Noise-only’’ group were exposed
only to the final, intense noise. Animals in the~unexposed!
control group received no noise exposures.

C. ABR collection

For each ABR procedure, subjects were anesthetized
with a mixture of ketamine~35 mg/kg! and xylazine~8 mg/
kg! injected intramuscularly. Smith and Mills~1989! have
shown that this combination of drugs does not affect ABRs
measured in the gerbil. Each subject was placed inside of a
double-walled, sound-treated booth~I.A.C. 402A! and body
temperature~37 °C! was maintained using a closed loop
heating pad system.

ABR stimulus generation and presentation as well as
data collection and analysis were controlled using a Tucker-
Davis Technology~TDT! system including a personal com-
puter, 16-bit A/D’s and D/A’s, programmable attenuators,
mixers, and a headphone buffer. Stimuli were digitally syn-
thesized using SigGen© software. Tone pips~1.8-ms dura-
tion; 0.75-ms rise–fall times! were presented at octave inter-
vals from 1 to 16 kHz. Stimuli were presented through a
Beyer DT-48 earphone calibrated at the ear canal entrance
with a Knowles microphone. Neurological activity was re-
corded with subcutaneous needle electrodes placed at vertex
and in the mastoid regions behind each pinna. A bite bar
served as the ground electrode. Activity was routed from the
electrodes to a Grass model 12 biological amplifier, where it
was filtered~300 to 3000 Hz! and amplified (100 0003) and
then routed to the 16-bit A/D convertor. Data were collected
and analyzed using AeP© software from TDT. Thresholds
were determined off-line visually with a criterion amplitude
of 0.25mV.

FIG. 1. Noise exposure schedules are shown for the three groups of animals.
An octave band noise centered at 2 kHz was presented to each group. The
‘‘continuous paradigm’’ consisted of continuous A-weighted 74-dB noise
~24 hrs/day, 10 days! which ended 48 hours prior to the intense noise expo-
sure ~107 dB, 48 h!. The ‘‘intermittent paradigm’’ consisted of an 80 dB
noise presented intermittently~6 h/day, 10 days! and ending 48 h prior to the
intense noise. The ‘‘noise-only’’ group was exposed only to the intense
noise.
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ABR waveforms were collected before the low-level
~continuous or intermittent! noise exposure to establish a
baseline. Subjects in the intermittent and continuous groups
were tested immediately following the tenth day of prelimi-
nary exposure; immediately after the intense exposure~to
determine TTS from the intense exposure!; and 30 days after
ending the intense exposure~to determine PTS from the in-
tense exposure!. Noise-only animals were tested before the
exposure to the intense noise, immediately following the in-
tense noise~TTS!, and 30 days after the intense noise~PTS!.

D. Compound action potential and DPOAE testing

Two to seven days after the final ABR had been col-
lected, the subject was weighed and deeply anesthetized with
Nembutal~50 mg/kg, i.p.!. Depth of anesthesia was tested by
the withdrawal reflex, and supplemental doses of Nembutal
~20 mg/kg! were given as needed. The gerbil was then placed
in a head holder in a double-walled, sound-treated booth. A
closed-loop heating pad system maintained body temperature
at 37 °C. A tracheotomy was performed in order to maintain
a clear airway for the subject. The pinna was removed, the
bulla was exposed and moistened, then the bulla was opened
with a slowly revolving drill bit to minimize surgical noise
trauma. A silver-wire electrode was inserted through the
bulla to rest on the bone above the round window, and a
ground electrode was placed at vertex. The compound action
potential~CAP! from the auditory nerve was recorded from
the round window electrode and monitored via an online
oscilloscope. Stimuli were presented through a Beyer DT-48
headphone. The headphone was located in a customized
sound source incorporating a B&K 4134 microphone for
calibration. The sound source was placed in the external au-
ditory meatus, 1–2 mm above the tympanic membrane, cre-
ating a sealed acoustic system.

DPOAEs were collected using Ariel signal processing
boards and CUBeDIS system~Mimosa Acoustics!. This sys-
tem was described in Boettcher and Schmiedt~1995!. Pri-
mary levels were calibrated with a ‘‘chirp’’ signal and ad-
justed prior to collection of each data set. DPOAEs were
recorded in 4-s intervals using the probe microphone equal-
ized to a flat response, then stored on disk. DPOAEs were
collected at 8 points per octave over the range of 0.5–20
kHz, using signal levels of 40, 50, and 60 dB SPL~Schmiedt,
1984, 1986; Boettcher and Schmiedt, 1995!.

CAP tuning curves were recorded at 1, 2, 4, 8, and 16
kHz using a forward masking procedure described by Dallos
and Cheatham~1976! and modified by Schmiedt~1984!.
Briefly, the probe tone was 1.8 ms in duration~0.75-ms rise–
fall times!, presented at a level 10–15 dB above threshold.
The probe was preceded by a 70-ms masker~5 ms duration
from masker offset to probe onset!. The masker level was
varied in 10-dB steps; at each level, the frequency was con-
trolled manually to determine the frequency at which mask-
ing occurred. The masked threshold was determined visually
on-line from the oscilloscope.

E. Cochlear histology

The cochleae of five animals from each group were ana-
lyzed for hair cell damage using the soft surface preparation
technique~Axelssonet al., 1974!. Immediately following ac-
quisition of the DPOAE measures, the deeply anesthetized
animal was sacrificed by decapitation. The temporal bones
were quickly excised, the cochlea exposed and the stapes
removed. The cochlea was perfused via a slit made in the
round window membrane with 1.0 ml of 4% paraformalde-
hyde in a 0.1 M phosphate buffer~PB! ~1 ml, pH 7.4, RT!.
The cochlea was then immersed in the fixative solution and
stored~4 °C! prior to post-fixation and staining via perfusion
of cold 1% OsO4 in 0.1 M PB for 20–30 min. The cochlea
was then drilled to thin the otic capsule and decalcified~50
ml, 0.35M 4SS@sodium salt# EDTA, pH 8.0, RT, 2h!. The
decalcified cochlea was microdissected and the organ of
Corti mounted in glycerin for microscopic study.

Using differential interference contrast~DIC! micros-
copy at 4003, the number of missing inner and outer hair
cells was quantified by row from cochlear apex to base. The
cells were considered present if the cell body, cuticular plate
and stereocilia were intact. Missing cells were identified by
the presence of a phalangeal scar. Counts of the cells by type
and condition were normalized and plotted in 2% intervals as
a function of percent distance from the apex~i.e., frequency
location in the cochlea; based on Tarnowskiet al., 1991! to
obtain a cochleogram. Cell data for all animals in a group
were averaged to obtain a group mean cochleogram~Gratton
et al., 1990!.

II. RESULTS

A. Threshold shifts

The mean ABR temporary threshold shifts~TTS! with
standard errors of the mean for the noise-only, intermittent,
and continuous groups are shown in Fig. 2~upper panel!.
The intermittent and continuous noise exposure groups in-
curred less TTS than the noise-only group at most frequen-
cies. The intermittent group had significantly less TTS at
1–8 kHz ~10–20 dB! than the noise-only group~unpaired
t-test, p,0.05!, but not at 16 kHz. The continuous noise
group had significantly less TTS~25–30 dB difference, un-
pairedt-test,p,0.05! than the noise-only group at each fre-
quency tested. The continuous paradigm provided signifi-
cantly more protection~unpairedt-test,p,0.05! from TTS
than the intermittent paradigm at 4 and 16 kHz.

The mean permanent threshold shifts~PTS! for the three
subject groups are shown in Fig. 2~lower panel!. The inter-
mittent and noise-only groups had similar amounts of PTS
~10–25 dB! at each frequency. However, the subjects pre-
exposed to continuous noise had significantly less PTS than
the noise-only group at 4, 8, and 16 kHz~unpairedt-test,p
,0.05!. The differences between the noise-only and
continuous-paradigm groups were 11 to 14 dB at 4 through
16 kHz. Furthermore, the continuous exposure paradigm
proved to be significantly~unpairedt-test,p,0.05! better at
protecting the ear from PTS than the intermittent paradigm at
4, 8, and 16 kHz, respectively, with 12, 9, and 9 dB less PTS
in the continuous group.
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B. DPOAEs

The average DPOAE’s from the intermittent and con-
tinuous paradigms were plotted with the noise-only group
and unexposed controls. The upper panel of Fig. 3 shows
data collected with primary levels of 40 and 50 dB SPL~L2

and L1 , respectively! and the lower panel shows data col-
lected with levels of 50 and 60 dB SPL. The lowest dotted
line in each panel represents a typical noise floor for the
recording environment. At lower primary levels~upper
panel!, animals exposed to intense noise, whether intense
noise alone or those with continuous or intermittent preex-
posure, have lower DPOAE amplitudes than control~unex-
posed! subjects, atf 2 frequencies below approximately 10

kHz. The three exposed groups have similar, although re-
duced, amplitudes from approximately 5 through 10 kHz.
Below 4 kHz, the relative amplitudes vary; for example, the
noise-only group has the highest amplitude of the exposed
groups at approximately 4 kHz whereas the intermittent
group has the highest amplitude at 2–3 kHz and the continu-
ous group had the highest amplitude at 1–2 kHz. Thus,
whereas each exposed group had reduced DPOAE ampli-
tudes below 10 kHz for the lower-level primaries, there was
no consistent pattern as to which group had the lowest emis-
sion amplitudes.

Results for the higher-level primaries~L1 of 60 dB SPL,
L2 of 50 dB SPL! were qualitatively similar to the results for
the lower-level primaries. Each of the three exposed groups
had similar DPOAE amplitudes as the unexposed subjects at
f 2 frequencies of approximately 5.5 kHz and higher. The
amplitudes from the exposed groups were reduced relative to
controls at lower frequencies, but there was no consistent
pattern as to which group had the greatest deficit in emission
amplitudes. For example, the continuous group had the larg-
est amplitudes of the exposed groups at frequencies below

FIG. 2. Mean ABR threshold shifts for each group plotted against fre-
quency. Threshold shift was determined by pre- and post-exposure ABR
thresholds for each animal. The upper panel shows TTS for the noise-only,
intermittent, and continuous groups. The lower panel shows PTS for the
same groups. Error bars represent the standard error of the mean. Asterisks
denote significant difference from the noise-only group (p,0.05).

FIG. 3. Mean DPOAE amplitude (2f 12 f 2) is plotted as a function off 2

frequency~0.54–20.1 kHz, eight points per octave! for the groups shown. A
typical noise floor is shown in each panel;L1 andL2 values are indicated in
the lower left corner of each panel. The intermittent group is compared to
noise-only and unexposed controls in the panels on the left; the continuous
group is compared to noise-only and unexposed controls in the panels on the
right. Standard errors for the noise-only group range from 0.57 to 7.64 dB
SPL; standard errors for the intermittent group range from 1.16 to 5.98 dB
SPL; and standard errors for the continuous group ranged from 0.95 to 3.97
dB SPL.
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approximately 1.8 kHz, with the intermittent and noise-only
groups having higher amplitudes than the continuous group
at 2–5 kHz.

C. Tuning of the CAP

Because DPOAE amplitude decreases into the noise
floor as noise-induced hearing loss increases, tuning curves
were examined. Tuning curves from the CAP are measurable
except in cases of severe hearing loss and thus were included
as a secondary measure of cochlear nonlinearities. Tuning
curves were measured in terms ofQ10 dB values~width of
the tuning curve 10 dB above the tip divided by the probe
frequency!. Figure 4 shows meanQ10 dB values at 1, 2, 4, 8,
and 16 kHz for unexposed control, noise-only, intermittent,
and continuous groups with error bars representing the stan-
dard error of the mean. Each noise-exposed group had de-
creasedQ10 dB values at 2, 4, and 8 kHz when compared to
unexposed animals; all groups had normal values at 16 kHz.
Both the intermittent and continuous groups had significant
reductions~unpaired t-test, p,0.05! in Q10 dB at 4 kHz
when compared to the noise-only group. No significant dif-
ference was noted between theQ10 dB values when the inter-
mittent and continuous were compared.

D. Hair cell loss

No loss of inner hair cells occurred in the intermittent,
continuous, or noise-only groups. Approximately 20% of the
OHCs in the region corresponding to 12–16 kHz were found
to be missing in the group exposed only to the intense noise
~Fig. 5, top panel!. This loss was evident in all three rows of
OHCs and was accompanied by another focal region of OHC
loss at 18 kHz in which 10%–12% of second and third row
OHCs were missing. In contrast to the loss of OHCs in all
three rows in the noise-only group, losses in the intermittent

group~Fig. 5, middle panel! were limited to the third row of
OHCs. The damage~with a peak of 15% OHC loss at 6.3
kHz! was found in the region corresponding to 4–11 kHz.
The maximal losses for the noise-only and the intermittent
groups occur at different frequencies, but the lesions occur in
adjoining areas of the cochlea and differ anatomically by
only a few millimeters. Figure 5~bottom panel! shows that
the continuous group had virtually no OHC loss. The spo-
radic and minimal OHC loss observed (,7%) was confined
to the third OHC row and was found in the regions corre-
sponding to 4–15 kHz.

III. DISCUSSION

A. Comparison of intermittent and continuous
paradigms

The continuous preexposure provided more protection
against TTS, PTS, and hair cell loss, than the intermittent
paradigm. The data are consistent with the observation of
Canlonet al. ~1988! that a low-level preexposure may reduce
both TTS and PTS caused by a subsequent intense exposure.
Our work, using continuous noise preexposures, extends
Canlon’s observations on continuous pure tone preexposures.
Furthermore, the results are consistent with observations of
Campoet al. ~1991! or Subramaniam~1992! that an inter-

FIG. 4. Q10 dB values~width of the tuning curve 10 dB above the tip divided
by probe frequency! are plotted against probe frequency. Error bars repre-
sent the standard error of the mean. The intermittent group, continuous
group, and noise-only group are shown along with the unexposed controls.
Asterisks denote significant differences of the preexposed groups from the
noise-only group.

FIG. 5. Percent of outer hair cells~OHCs! present is plotted against fre-
quency for each group. Data for each row of OHCs are shown separately as
indicated in the legend.
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mittent preexposure may reduce TTS from a subsequent ex-
posure. However, in contrast with Campo or Subramaniam,
there is little or no evidence of reduced PTS from the intense
noise in the intermittent group.

The discrepancy between the current results and those of
Campo, Subramaniam, and colleagues may be due to differ-
ences in the noise levels of the preliminary exposures or
species differences. For example, the protective exposure
used in the present study~80 dB! caused no TTS by itself,
whereas the exposures used by Campoet al. ~95 dB SPL!
resulted in significant TTS on the first few days of exposure.
It is thus possible that some degree of TTS is needed in the
intermittent paradigm to observe resistance. However, a
TTS-inducing intermittent exposure such as that used by
Campoet al. has been shown to cause some degree of dam-
age to the cochlea by itself, in terms of displacement of OHC
stereocilia and loss of OHCs~Boettcheret al., 1992!. Such
damage could in theory ultimately make the cochleamore
susceptible to PTS and hair cell damage by subsequent noise
exposures. Indeed, Subramaniam and colleagues~1992! have
shown that in some cases~such as when the spectra of the
preexposure and the intense exposure do not match!, the
hearing loss from the intense noise is greater when preceded
by the lower-level exposure. Furthermore, the chinchilla is
typically more susceptible to noise exposure than the gerbil,
which may account for some differences between studies.
However, it is difficult to resolve why a TTS-producing in-
termittent exposure should reduce PTS when the spectra of
the exposures match~Campoet al., 1991!, but a nontrau-
matic exposure such as used in the present experiment does
not provide protection from PTS.

It is also difficult to understand why, in the present
study, the protection differed between the intermittent and
continuous paradigms. Neither paradigm in itself caused
TTS at any time during the exposure, thus it is unlikely that
either paradigm caused any degree of cochlear damage. For
example, OHC changes are apparently not seen after a pro-
tective exposure with continuous tone which causes no TTS
in itself ~Canlon, 1996!. Our data showed greater loss of
OHCs in those animals exposed to the intermittent paradigm
when compared to the minimal OHC loss of animals in the
continuous group. Of course, this is difficult to resolve when
the data are compared to Campo and colleagues, as they
most likely induced significant cochlear damage with their
intermittent exposure, yet observed protection from PTS
caused by a subsequent intense noise.

A second factor which could potentially contribute to
differences between the intermittent and continuous expo-
sures is the levels of the exposures. For example, the noise
level of the intermittent exposure may have been insufficient
to induce resistance to NIHL in these animals. This, how-
ever, seems improbable since the many paradigms studied
have shown resistance at several different noise levels; thus
resistance is unlikely to be related to the precise level of the
intermittent exposure. The levels were not matched to pro-
vide equal energy, but instead were designed, based on pre-
liminary data, to be the upper bounds of the exposures which
caused no TTS by themselves.

B. Mechanism of resistance

The mechanisms involved in the development of resis-
tance to NIHL are not understood. Because resistance to
NIHL occurs in the absence of middle ear muscles~Ryan
et al., 1994; Hendersonet al., 1994!, it is unlikely to occur
due to hypertrophy of middle ear muscles. Resistance has
been observed in compound action potential~CAP! record-
ings from the auditory nerve as well as single nerve fibers
~Sinex et al., 1987!, thus the mechanism of resistance must
be a cochlear phenomenon. The OHC is the most likely site
for development of resistance to NIHL since it seems to be
responsible for most of the cochlear amplification present in
the inner ear. Canlonet al. ~1992, 1993! reported increased
vesicle content in the presynaptic region of the OHC and
decreases in cytoplasmic calcium buffer levels after a condi-
tioning stimulus. Increases in the amount of smooth endo-
plasmic reticulum at the apical surface of the OHC were
reported by Boettcher and Gratton~1993! following intermit-
tent noise exposures. However, Boettcheret al. ~1992! re-
ported increased OHC death and stereocilia damage over the
course of a 15-day intermittent noise exposure.

More recently, several groups have examined the role of
the efferent auditory system in resistance to NIHL. Zheng
et al. ~1997! exposed chinchillas to an intermittent noise
~OBN centered at 4 kHz, 85 dB SPL! for ten days followed
by exposure to a similar 95-dB noise. One ear of each animal
was surgically de-efferented. Those ears with complete deef-
ferentation ~only two subjects! had more reduction in
DPOAE amplitudes from the intense noise than did the con-
trol ears. Preliminary work by Kujawaet al. ~1996! also sug-
gests that the medial efferent system may play a part in re-
sistance to NIHL. Although the mechanism~s! of resistance
to NIHL remain unknown, the OHC is implicated by physi-
ological, histological and biochemical evidence and the ef-
ferent system is implicated in preliminary physiological data.

C. Consistency across measures of NIHL

There was little consistency across PTS, OHC loss, and
measures of cochlear nonlinearity~DPOAE amplitudes and
Q10dB values of CAP tuning curves! in this study. These
results are consistent with recent work of several groups
~Schmiedt, 1986; Daviset al., 1989; Subramaniamet al.,
1994, 1995; Hamerniket al., 1996! and others which have
shown a lack of correlation across such measures. For ex-
ample, whereas Daviset al. ~1989! observed a high correla-
tion coefficient between PTS and OHC loss in chinchillas
exposed to noise, for a given PTS, a wide range of OHC loss
~from near zero to nearly complete loss! might occur. Simi-
larly, DPOAE changes are often not correlated with PTS or
OHC loss. Hamerniket al. ~1996! illustrated a 10–30 dB
SPL loss of DPOAE amplitude in chinchillas with less than
20 dB PTS~see Hamerniket al., 1996, Figs. 12–15!. Fur-
thermore, some of these animals’ DPOAE amplitudes were
comparable to the noise floor at frequencies where no PTS
and minimal OHC loss occurred~Hamernik et al., 1996,
Figs. 12 and 14!. Thus, reductions in DPOAE amplitudes
and tuning of the CAP may occur despite minimal OHC loss
or loss of sensitivity.
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IV. SUMMARY AND CONCLUSIONS

Gerbils were exposed to a low-level intermittent or con-
tinuous octave band of noise for ten days, then 2 days later
were exposed to an intense noise for 2 days. A third group
was exposed only to the 2-day intense noise. Both groups
with preliminary exposures had less temporary threshold
shift from the intense noise. However, only the animals re-
ceiving the continuous preexposure had reduced permanent
threshold shift from the intense exposure. All exposed sub-
jects had similar reductions in distortion-product otoacoustic
emission amplitudes and reductions inQ10 dB values of CAP
tuning curves. The pre-exposed groups had reductions in
OHC loss compared to the noise-only group, with the least
hair cell loss in the continuous group. The data suggest that a
low-level, continuous noise exposure~which in itself causes
no TTS! protects the ear from PTS and OHC loss caused by
subsequent intense noise exposure.
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masking release
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Release of masking for a sinusoidal signal of 5 kHz masked by a 25-Hz-wide noise band centered
around 5 kHz was measured. The masking release was provided by a second noise band that was
comodulated with the on-frequency masker band. For CMR configurations the second noise band
was centered at 3 kHz and presented to the ipsi-lateral or to the contra-lateral ear. For BMLD
configurations the second band was centered at 5 kHz and presented to the contra-lateral ear. In
another condition the second noise band also contained the signal presented with such a phase that
maximal differences in the envelope resulted. For both the CMR and the BMLD paradigm, the
masking release for the latter condition was larger than for the former condition. To assess further
the similarity between monaural and binaural masking release, a sinusoidal masker and either a
noise or a sinusoidal signal were used. The data indicate that, at high frequencies, envelope
correlation may be a valuable cue for CMR as well as for the BMLD. ©1998 Acoustical Society
of America.@S0001-4966~98!03703-5#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Pn@JWH#

INTRODUCTION

When a tone is masked by a narrow band of noise, the
amount of masking can be decreased by simultaneously pre-
senting a flanking band which has a different center fre-
quency than the masker and signal. Such a release from
masking can be observed provided that the flanking band is
comodulated with the masker band~Hall et al., 1984a!. The
release from masking has been termed comodulation mask-
ing release~CMR!. Since the first reports about CMR~Hall
and Haggard, 1983; Hallet al., 1984a!, several mechanisms
have been proposed to account for the observations. Some of
these mechanisms are based on information within only one
auditory channel~Schooneveldt and Moore, 1987; Verhey
and Dau, 1996, 1997!, others are based on the assumption
that information across two or more auditory channels is
compared~Buus, 1985; Hall, 1986; Richards, 1987!.

In order to exclude within-channel processing, several
experiments have been conducted where the spectral compo-
nents responsible for the masking release are presented in the
ear opposite to the masker and signal ear~Hall et al., 1984b;
Cohen and Schubert, 1987; Schooneveldt and Moore, 1987!.
Also, for these conditions some release from masking is ob-
served, indicating that across-channel mechanisms are in-
volved.

Several hypotheses have been made about the nature of
these across-channel mechanisms. Hallet al. ~1984a! sug-
gested that a dynamic profile analysis mechanism compares
the temporal envelope patterns of the various frequency
components and makes inferences from these comparisons.

Another mechanism, initially proposed to account for
the CMR obtained by modulating a noise masker with a
low-pass noise, is based on the assumption that the addition
of the signal to the masker band leads to a change in the
modulation depth in the auditory filter centered around the
signal. By comparing this modulation depth to that of other

auditory filters, for which the modulation depth is unaltered,
subjects would increase their sensitivity to the presence of
the signal~Hall, 1986!. Such a mechanism could also be
effective in various other experiments that revealed CMR
where stimuli consist of a narrow-band masker with one or
more flanking bands which are comodulated with the masker
~e.g., Hallet al., 1984a; McFadden, 1986; Cohen and Schu-
bert, 1987!.

A different explanation for CMR was proposed by Buus
~1985!, who suggested that the comodulated flanking bands
give valuable information about the moments at which the
masker band has a relatively low energy. By attributing more
weight to these valleys in the masker, the effective signal-to-
noise ratio increases and detection improves. This mecha-
nism was termed ‘‘listening in the valleys.’’

Also proposed by Buus~1985! is an equalization and
cancellation~EC! mechanism which was originally intro-
duced by Durlach~1963! to account for various binaural
masking release data. According to this mechanism, the en-
velopes of masker and flanking band are first equalized and
are then subtracted. The output of such a mechanism will
have a considerable increase in signal-to-noise ratio provided
that the masker and the flanking bands are comodulated.

These last two mechanisms have been compared in a
recent study by Buuset al. ~1996!, which revealed that for
their CMR-type of experiment, detection is dominantly
based on the valleys present within the masker and flanking
bands, supporting the listening-in-the-valleys hypothesis.
However, it is also noted by Buuset al. that a combination of
peripheral compression~Yates, 1990; Oxenham and Plack,
1997! followed by an EC mechanism may also account for
the data.

A fourth mechanism has been proposed by Richards
~1987!. In this view it is assumed that the cross covariance
between the envelopes of the masker and the flanking band is
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used for signal detection. Due to the addition of the signal to
the masker band, the envelope cross covariance decreases, a
cue to which subjects are assumed to be sensitive. Such a
mechanism is, however, difficult to reconcile with data by
Eddins and Wright~1994!. They used two 100% sinusoidally
amplitude modulated~SAM! sinusoids of different center
frequencies. Subjects had to detect the in-phase addition of a
sinuoid to one of the SAM sinusoids. Although the envelope
pattern is altered by the addition of the in-phase sinusoid, the
envelope cross covariance does not change. Therefore, if en-
velope cross covariance is essential for obtaining a CMR,
this type of stimulus should not lead to a CMR. However, a
CMR was observed, and the authors rejected the envelope
cross-covariance hypothesis.

Green~1992! showed the equivalence of an EC mecha-
nism to an envelope correlation mechanism. However,
Green’s derivation may be interpreted to apply either to the
envelope cross correlation or to the envelope cross covari-
ance~cf. Bernstein and Trahiotis, 1996!. One cannot regard
such a different interpretation as a trivial issue since these
two measures of envelope coherence have been shown to
give very different relations between the change in coherence
~correlation or covariance! and the signal-to-masker ratio
~van de Par and Kohlrausch, 1995, 1998!. With this in mind
it is interesting to note that a CMR would have been pre-
dicted for the stimuli which Eddins and Wright~1994! used
on the basis of the presumed sensitivity of subjects to a
change in envelope crosscorrelation. In connection to these
different measures of coherence it has been found that bin-
aural detection at high frequencies is better described in
terms of an envelope cross correlation mechanism than in
terms of an envelope cross covariance mechanism~Bernstein
and Trahiotis, 1996!.

In this paper we investigate various mechanisms which
might account for CMR by measurements with a set of
stimuli which predict different results depending on the
mechanism that is assumed. The mechanisms which we con-
sider in this paper are:~1! the comparison of modulation
depth across several components of the stimulus;~2! the
listening-in-the-valleys hypothesis; and~3! the subject’s sen-
sitivity to a change in envelope cross correlation~which in
terms of the resulting decision process is equivalent to an EC
mechanism!.

Furthermore, a comparison is made between CMR and
high-frequency binaural detection since for both it has been
suggested that envelope disparities play an important role in
the detection process. For this purpose, the constituent noise-
bands of each stimulus were presented in three different con-
figurations:~1! both components were presented to the same
ear and the two components had center frequencies of 3 and
5 kHz ~ipsi-lateral CMR!; ~2! both components were pre-
sented to opposite ears and had center frequencies of 3 and 5
kHz ~contra-lateral CMR!; and ~3! both components were
presented to opposite ears and had equal center frequencies
of 5 kHz ~binaural!. The stimulus generation was such that,
independent of the configuration for which they were gener-
ated, the properties of the envelopes of each pair of noise
bands were identical.

I. EXPERIMENTS

A. Procedure

A 3-interval forced-choice procedure with adaptive
signal-level adjustment was used to determine the lowest sig-
nal level for which the test interval could be distinguished
from the reference intervals. The three masker intervals of
400-ms duration were separated by gaps of 200 ms. A signal
of 300-ms duration was added in the temporal center to one
of these intervals. The subject’s task was to indicate which of
the three intervals contained the signal. For some conditions,
the signal was added to the test interval as well as to the
reference intervals, but with different phase relations. In this
case, the subjects could only select the test interval by listen-
ing to disparities in the envelopes of the stimulus constitu-
ents.

The signal level was adjusted according to a two-down
one-up rule~Levitt, 1971!. The initial step size for adjusting
the level was 8 dB. After every second reversal of the level
track, the step size was halved until a step size of 1 dB was
reached. The run was then continued for another 8 reversals.
From the level of these last eight reversals the median was
calculated and used as a threshold value. At least four thresh-
old values were obtained for each parameter value and sub-
ject from which the median value was selected.

B. Stimuli

The stimuli were presented in three configurations; the
binaural, the CMR ipsi-lateral, and the CMR contra-lateral
configuration.

For the binaural configuration, thresholds were mea-
sured under five conditions:

1. A condition for which the masker was a 25-Hz-wide noise
and the signal a sinusoid. Masker and signal were interau-
rally in phase, resulting in identical envelopes in both ears
~BNoSo!.

2. Similar to condition 1, but the signal was added only to
the left ear~BNoSm!. Thus envelopes are different in both
ears.

3. Similar to condition 1, but the signal was interaurally out-
of-phase~BNoSp!.

4. The masker was an interaurally in-phase sinusoid while
the signal was a 25-Hz-wide noise in antiphase~BSoNp!.
An in-phase noise at the same level as the signal was
added to the reference intervals to avoid within-channel
detection due to the high sensitivity of subjects to changes
in a flat envelope~Kohlrauschet al., 1997!.

5. Similar to condition 4, but instead of noise as a signal,
sinusoids were used with a 12.5-Hz higher frequency than
the masker~BSoSp!. Here the reference intervals con-
tained the in-phase sinusoidal signal for similar purposes
as in condition 4.

Although it is not the actual way in which stimuli were
generated, the CMR ipsi-lateral and the CMR contra-lateral
stimuli are in principle derived from the binaural stimuli. To
obtain a CMR contra-lateral stimulus the spectral compo-
nents of the right channel of the binaural stimulus are shifted
downwards in frequency to 3 kHz, preserving the amplitudes
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and phases of all the spectral components. In this way, the
envelopes of the original waveform, at 5 kHz, and the down-
shifted waveform, at 3 kHz, are identical.

To obtain a CMR ipsi-lateral stimulus, the 3-kHz wave-
form that is presented to the right ear for the CMR contra-
lateral configuration is now presented to the left ear in addi-
tion to the 5-kHz waveform that is already present in the left
ear. The same five conditions that were measured for the
binaural configuration, were also measured for the two CMR
configurations.

In order to emphasize the equivalence between the bin-
aural and the CMR ipsi- and contra-lateral stimuli, a similar
notational convention which is normally only used for bin-
aural stimuli will be used for all stimuli throughout the rest
of this paper. Thus for the CMR ipsi-lateral configuration,
CiNoSm denotes a conventional CMR stimulus which is pre-
sented monaurally~to the left ear! with a 5-kHz signal, a
masker band at 5 kHz and a comodulated flanking band at 3
kHz, while for CcNoSm, the flanking band is presented con-
tralaterally. When discussing three conditions together, the
prefix is omitted.

All stimuli were generated digitally and converted to
analog signals with a two-channel~left and right!, 16-bit D/A
converter at a sampling rate of 32 kHz. For subject JB, the
stimuli were presented over Beyerdynamic DT 990 head-
phones; subject HB used both Beyerdynamic and TDH-49P
headphones; and subject SP listened only through TDH-49P
headphones. Each masking band was presented at an overall
sound pressure level of 70 dB.

The actual generation of the stimuli in the experiments
was done by selecting samples from a set of pregenerated
buffers. Before each threshold measurement, a two-channel
2000-ms cyclic masker buffer was generated containing
FFT-filtered noises or sinusoids depending on the measure-
ment condition. For the binaural configuration, both channels
contained the same signals at 5 kHz. For the CMR contra-
lateral configuration, the 5-kHz signal in the left channel was
shifted down to 3 kHz and presented in the right channel.
This was done by taking the FFT of the 5-kHz signal and
translating all Fourier components down by 2 kHz. For the
CMR ipsi-lateral configuration the same procedure was fol-
lowed but now both the 5-kHz and the 3-kHz signals were
presented to the left ear, while the right ear contained no
signal. During the measurement, 400-ms two-channel inter-
vals were selected at random from this buffer to serve as a
masker and were presented to both ears. A new random entry
was selected for each interval. Similarly, a two-channel sig-
nal buffer was generated, again, either containing FFT-
filtered noises or sinusoids. The same temporal interval
which was selected from the masker buffer was also selected
from the signal buffer to serve as a signal. Since the signal
duration was 300 ms, only the central 300 ms of the 400-ms
interval was added to the masker. Since the phases of the two
buffers were set in an appropriate way in advance, selecting
the same temporal interval from the masker and signal buff-
ers enabled us to create stimuli with the properties described
above.

C. Subjects

Three normal-hearing subjects participated in the experi-
ments varying in age from 27 to 34 years. Subjects were
trained for at least 1 h before data collection started. As a
criterion for selecting a subject for the listening tests the
subject had to be able to distinguish the test and the reference
intervals for the CiSoNp condition. We found that more than
50% were not able to do this at any signal-to-masker ratio.

D. Results

The results for the five conditions described above are
shown in Fig. 1 for the three subjects in the upper 2 and the
lower left panel. In addition mean thresholds across subjects
are shown in the lower right panel. Thresholds are specified
as the power of one signal component relative to the power
of one masker band. The dark gray bars show results for the
binaural configuration, the light gray and white bars show
results for the CMR ipsi-lateral and contra-lateral configura-
tions, respectively.

A first inspection of the results shows that the pattern of
results for the three configurations is rather similar for each
of the three subjects. Thresholds are lowest for conditions 3,
4, and 5~NoSp! where a signal is added to both masker
bands. Thresholds for condition 2~NoSm! are on average 6.2
dB higher than for condition 3. Thresholds for the reference
condition 1~NoSo! are higher than thresholds for conditions
2 and 3, which implies that release of masking was found in
the latter conditions.

Both ipsi- and contra-lateral CMR configurations give
fairly similar thresholds for two of the three subjects. This
suggests, that since for the contra-lateral configuration only
across-channel cues can be used, across-channel cues were
also dominant in the ipsi-lateral configuration and that there-
fore, within-channel cues did not significantly contribute to
detection.

II. DISCUSSION

For condition 1 there are no across-channel disparities
and thus detection is likely based on an energy detection
process. Therefore this condition can serve as a reference
condition. A comparison of thresholds for this reference with
thresholds for condition 2 in Fig. 1 indicates that there is a
release from masking for the NoSm condition.

For condition 2, the introduction of the signal to one of
the masker bands leads to a difference in modulation depth
between the two bands, and thus this may also be a detection
cue. In addition, listening in the valleys can provide a benefit
for signal detection. In this condition the masker component
without signal can provide useful information as to when the
masker component to which the signal is added has a high
signal-to-masker ratio. Furthermore, the disparities in enve-
lope that are introduced by the addition of the signal to one
of the masker bands leads to a decrease in the envelope cor-
relation. Thus on the basis of all three cues, both for the
binaural configuration and for the two CMR configurations, a
release from masking could in principle be expected.

In condition 3, the sinusoidal signal was added to both
noise masker components with a phase such that NoSp
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stimuli were obtained. In this case the difference in the en-
velopes of the two stimulus components is larger than for the
NoSm stimuli~condition 2!. Averaged across the three con-
figurations, this results in thresholds which are 6.2 dB lower
than for condition 2. When it is assumed that the envelope
correlation is the cue used by subjects a decrease of 6 dB in
thresholds is expected~van de Par and Kohlrausch, 1998!. A
mean difference of 5.7 dB was observed between the
BNoSm and BNoSp conditions, in line with the theoretically
expected value. For the CMR ipsi-lateral and the CMR
contra-lateral configurations, mean differences of 7.1 dB and
5.7 dB were found, respectively, also in good agreement
with the assumption that subjects are sensitive to envelope
correlation.

Because in condition 3 the signal is added in anti-phase

to the masker bands, both masker bands will contain a signal
and thus the modulation depth averaged across many
samples will not be different in the two bands. However, the
modulation depth across bands can still be very different for
each specific stimulus. In order to show this, the difference
in modulation depth can be expressed as the difference in the
normalized fourth moment~cf. Hartmann and Pumplin,
1988! of both masker components. At threshold, average ab-
solute differences in the normalized fourth moment were
found to be 0.49 and 0.45 for conditions 2 and 3, respec-
tively.

The absolute difference across bands in the normalized
fourth moment was used as a decision variable in a simulated
adaptive procedure with the same stimuli that were used in
the experiment. A Gaussian stochastic variable with an rms

FIG. 1. The median thresholds, expressed as signal to maskerband ratio~SMR!, for three subjects. In addition mean thresholds across subjects are plotted in
the lower right panel. The binaural, the CMR ipsi-lateral, and the CMR contra-lateral configurations are shown by the dark gray, light gray, and white bars,
respectively. In conditions 1–3, the two masker components are noise bands with identical envelopes. In condition 1, the signal is added in-phase to both
masker components. In condition 2, the signal is added to only one masker component. In condition 3, the signal is added out-of-phase to both masker
components. In conditions 4 and 5 the masker is an in-phase sinusoid and the signal is a pair of noise bands or a pair of sinusoids presented out-of-phase,
respectively. In conditions 5, the signal sinusoids are 12.5 Hz higher in frequency than the masker sinusoids. The errorbars show lower and upper quartiles.
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of 0.4 was added to the decision variable to limit perfor-
mance such that the median of the simulated thresholds for
condition 3 was near to experimentally measured thresholds.
In order to include the use of purely monaural~within chan-
nel! cues in this procedure it was simply assumed that per-
formance was perfect for signal-to-masker ratios above 0 dB.
For conditions 2 and 3, median thresholds of25.5 and
210.5 dB were found based on 24 threshold simulations per
condition. This result comes close to the experimental re-
sults.

Although, it is less straightforward to see than for an
NoSm condition, the listening-in-the-valleys mechanism
may also provide a benefit for condition 3~NoSp condition!.
For these stimuli there is no component band without signal.
However, one of the component bands can still be used to
determine the times corresponding to low-energy portions of
the masker. Thus, a listening-in-the-valleys strategy may
provide a sufficient cue for detection, as shown in the model
predictions described below and in Table I.

Thus it seems that listening in the valleys, detection of
differences in modulation depth and the envelope cross cor-
relation provide good mechanisms for describing the experi-
mentally observed thresholds of conditions 2 and 3.

For condition 4, a sinusoidal masker and a Gaussian-
noise signal were used. The sinusoidal masker which has a
flat envelope interacts in an interesting way with the noise
signal. The fluctuations that are created in the envelopes of
the two masker bands by adding the signal are nearly oppo-
site in sign. Therefore it is expected that the difference in
modulation depth across bands is rather small. Indeed for
stimuli at threshold, average absolute differences in the nor-
malized fourth moment were found to be only 0.02, a factor
20 smaller than values found for conditions 2 and 3. Further-
more, simulating a decision process based on the absolute
differences across bands in the normalized fourth moment
such as described above resulted in a median threshold of
23 dB, much too high in comparison to the experimental
results.

Another aspect of the stimuli used in condition 4 as well
as in condition 5 using a sinusoidal signal is that at small
signal-to-masker ratios, the signal will only introduce small
fluctuations in the otherwise flat envelope. Therefore, the
momentary signal-to-noise ratio will fluctuate only margin-
ally and there will not be much benefit in listening in the
valleys. This implies that if subjects have to rely on this cue,
a considerably higher threshold can be expected for condi-
tions 4 and 5 as compared to condition 3.

In order to investigate this expectation quantitatively,
some simulations were done with a simple model based on a

single-channel energy detector which can just discriminate
1-dB level differences. In order to incorporate the listening-
in-the-valleys mechanism, the stimulus that is present within
the detection channel was weighted with the reciprocal value
of the envelope of the other, nondetection channel. For the
CiNoSm condition the weighting function was derived from
the band not containing the signal. For the CiNoSp, CiSoSp,
and CiSoSp conditions there is no band without a signal,
therefore one band was used to derive a weighting function
for the other band. The weighting function was made level
independent by normalizing the envelope of the nondetection
channel to a constant rms of 1. Simulation results using the
same CMR stimuli that were used in the experiments and
using the same adaptive procedure as in the experiments, are
shown in Table I together with the median subject results for
the CMR ipsilateral configuration. It appears that this simple
model can account reasonably well for conditions 2 and 3
with the fluctuating masker, but not for conditions 4 and 5
with a flat envelope masker. The fact that the predicted
thresholds are rather high for conditions 4 and 5 indicates
that some cue other than listening in the valleys is used by
the subjects.

Since for conditions 4 and 5, the signal is added in anti-
phase to the two masker components there will be no con-
sistent differences in modulation depth for these conditions.
Similarly to condition 3, the results of condition 4 and 5 lead
us to conclude that listening for modulation depth disparities
is not necessary for discriminating between stimuli with
identical and slightly different envelopes.

If we now consider that in conditions 4 and 5 the listen-
er’s strategy is not listening in the valleys nor detecting dif-
ferences in the modulation depth of the two stimulus com-
ponents, it appears that some measure of envelope disparity
is responsible for the rather low detection thresholds for con-
ditions as used in this study. Such a measure of disparity
could be the envelope cross correlation. Let us assume for a
moment that this is indeed the cue used by subjects.

According to the analysis of the envelope correlation by
van de Par and Kohlrausch~1995, 1998! it is expected that
all thresholds should be identical for the NoSp, SoNp, and
SoSp conditions ~conditions 3, 4, and 5! while thresholds
should be 6 dB higher for the condition where the signal is
added to only one of the masker components~condition 2!.
For condition 1, there are no envelope differences between
both masker components and therefore the envelope correla-
tion will not provide a useful cue for this condition. Thus the
difference in threshold for condition 1 on the one hand and
conditions 2–5 on the other hand is consistent with the sub-
ject’s sensitivity to changes in envelope correlation.

In most cases, there is a trend for thresholds in condi-
tions 4 and 5 to be lower than in condition 3 while they were
expected to be equal on theoretical grounds. Although we
have no good understanding of this, possibly this may be an
indication that the envelopes are not represented in an exact
linear way internally. A speculation is that the dc compo-
nents may be partially removed as was considered by Bern-
stein and Trahiotis~1996! in the context of high-frequency
binaural stimuli. Removing part of the dc component for a
stimulus with a sinusoidal masker~like condition 4! can be

TABLE I. The median SMRs of the three subjects are shown for all five
conditions of the CMR ipsi-lateral configuration. In addition, predictions by
a simple model based on listening in the valleys are presented for the same
five conditions. For the model, 24 thresholds were simulated for each con-
dition.

CiNoSo CiNoSm CiNoSp CiSoNp CiSoSp

Subjects 21.3 dB 23.5 dB 211 dB 214.5 dB 217.5 dB
Model 0 dB 24 dB 213 dB 26 dB 28.5 dB
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shown to lead to a decrease in correlation value, improving
thresholds. This decrease can be shown to be larger than for
a stimulus with a noise masker~like condition 3! with the
same signal-to-masker ratio~cf. Bernstein and Trahiotis,
1996!. This would explain the decrease in thresholds for con-
ditions 4 and 5. The difference of 6 dB between conditions 2
and 3 is not expected to be changed since the 6-dB difference
has been shown to hold with or without the preservation of
the dc component~cf. van de Par and Kohlrausch, 1995,
1998!.

Since there seems to be a mechanism that in essence is
fairly similar to an envelope correlation mechanism which
can account for the performance of subjects in conditions 4
and 5 and since this mechanism by itself would be sufficient
to account for the detection in conditions 2 and 3, it seems
unnecessary to assume additional cues in these conditions,
such as listening in the valleys and detection of differences
in modulation depth.

At first sight, this may seem to contradict the finding of
Buus et al. ~1996! that detection in CMR ipsi-lateral
CiNoSm conditions is predominantly based on the informa-
tion that is present within the minima of the masker. How-
ever, Buuset al. also noted that the results which lead them
to this finding may also be explained if one assumes a com-
pressive nonlinearity followed by an EC mechanism. As al-
ready mentioned, an EC mechanism can be shown to be
equivalent, in terms of the resulting detection process, to a
decision device based on the normalized cross correlation.
Thus a combination of peripheral compression and a normal-
ized cross correlation mechanism should equally well ex-
plain their data.

When the results for the binaural and the two CMR con-
figurations are compared we find that, on average, the binau-
ral conditions give the lowest thresholds. However, this is
not generally the case for each subject. For subject HB, mon-
aural masking release is larger than the binaural masking
release. The two CMR conditions give almost the same re-
sults for subjects JB and SP, while for subject HB, who was
less sensitive in the binaural configuration, the contra-lateral
CMR configuration gives higher thresholds. In fact, for this
subject the binaural and the CMR contra-lateral configura-
tion are fairly similar. Thus for each subject, the performance
in the CMR contra-lateral configuration seems to be deter-
mined by the processing mode with the highest average
thresholds~either binaural or CMR ipsi-lateral!. It is interest-
ing that averaged across the three listeners, the performance
in the CMR and binaural tasks is not too different. Further-
more, the pattern of results is fairly similar for all three con-
figurations suggesting a strong similarity in at least the ef-
fective processing involved.

Summarizing, the pattern of results suggests that a de-
tection cue related to the disparity between the envelopes of
the masker components, such as the envelope cross correla-
tion, is used by subjects in the binaural and the CMR con-
figurations. Although, such a hypothesis for CMR has been
rejected on the basis of several experiments~e.g., Hallet al.,
1988; Moore and Emmerich, 1990; Eddins and Wright,
1994! we have shown that in at least some studies this rejec-
tion is due to the specific choice of the authors for the enve-

lope cross covariance as a measure of envelope coherence
~van de Par and Kohlrausch, 1998!. Had the authors used the
normalized envelope cross correlation instead, they would
have had a measure of envelope disparity that is in line with
their results.
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Sequences composed of alternating bursts of different levels with no silences separating them can
give rise to a perception of a continuous sound upon which is superimposed an intermittent stream.
These experiments sought to determine how the perceived loudness of the intermittent stream
depends on the level difference between higher-level and lower-level bursts in the sequence in cases
in which continuity is either heard or not heard. In the main experiment, listeners were asked to
adjust the level of continuous or intermittent comparison sequences to match the loudness of
components that appeared to be either continuous or intermittent in an alternating-level reference
sequence, thus urging them to focus on the two-stream percept. Loudness matches of the continuous
comparison stimulus were close to physical levels of the lower-level bursts, whereas matches of the
intermittent comparison stimulus were well below the physical levels of higher-level bursts. These
results are discussed in terms of Bregman’s@Auditory Scene Analysis~MIT, Cambridge, MA, 1990!#
‘‘old-plus-new’’ hypothesis: The loudness of the intermittent stream should result from the
subtraction of the lower level from the higher level under the assumption that the higher-level burst
represents a simultaneous mixture of sounds including the continuation of the lower-level burst.
Additional experiments verified that, in the absence of the continuity phenomenon, matched levels
were very close to the physical levels and that matches to fixed-level continuous and intermittent
sequences were precise. The matching results from the main experiment support predictions of
neither classical loudness models that do not take auditory organization processes into account nor
schema-based models that presume a selection of information from the higher-level burst that does
not affect the perceptual content of this burst. The matched levels fell between predictions of models
based on subtraction of acoustic pressure and acoustic power, but were very different from
subtraction of loudness measured in sones, suggesting that loudness is computed subsequent to
auditory organization processes. ©1998 Acoustical Society of America.
@S0001-4966~98!04602-5#

PACS numbers: 43.66.Cb, 43.66.Mk, 43.66.Lj@WJ#

INTRODUCTION

To recover a veridical representation of the acoustic en-
vironment, it would be useful for the auditory system to be
able to group together acoustic components that originate
from the same source into coherent mental descriptions
~variously referred to as auditory ‘‘streams,’’ ‘‘objects,’’
‘‘images,’’ or ‘‘entities’’ !. Once the streams are organized,
the auditory system can compute the perceptual attributes
~loudness, pitch, timbre, etc.! of the events belonging to each
stream. Our experiments aimed to measure the effect of au-
ditory organization on the computation of loudness.

Consider the stimulus sequence in Fig. 1~a! in which a
pure tone or a noise signal alternates between a higher level
(LH) and a lower one (LL). There are several ways that such
a signal might be generated, three of which are shown in Fig.
2. Given that the signal might result from several acoustic
configurations, it is interesting to understand how the audi-
tory system analyses the situation. One might imagine that a
listener would hear an alternating sequence of loud and soft
tones or noise bursts~hypothesis 1!. If this were the case, one
would expect that when listeners are asked to adjust the level
of a comparison stimulus to match the loud or soft parts of
the reference stimulus, we should obtain matches in the vi-
cinity of LH andLL , respectively, with perhaps some devia-
tions due to temporal masking effects and temporal integra-
tion of energy within each burst. Such a prediction would be
made by classical time-varying loudness models~Zwicker,
1977!. This class of model, as currently implemented in sev-
eral so-called psychoacoustic measurement devices available
on the market, does not consider the incident waveform to be

a!Preliminary work leading to this study was reported at the Troisie`me Con-
grès Franc¸ais d’Acoustique, Toulouse~McAdamset al., 1994a!. Portions
of the present data were first presented at the ATR Workshop on ‘‘A
Biological Framework for Speech Perception and Production,’’ Kyoto
~McAdamset al., 1994b!.

b!Address correspondence to S. McAdams, Laboratoire de Psychologie Ex-
périmentale, 28 rue Serpente, F-75006 Paris, France, Electronic mail:
smc@ircam.fr
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composed of temporally overlapping sound signals originat-
ing from separate sources of overlapping or even identical
frequency content.1

However, Warrenet al. ~1972! have demonstrated that
such a stimulus can be heard in a different way. A level
difference betweenLH and LL of about 3–10 dB generally
gives rise to a perception not of alternation but of an inter-
mittent sequence superimposed on a continuous sound@Fig.
1~b!#. This perception of continuity is heard under certain
conditions that depend on the difference between levelsLL

and LH ~Houtgast, 1972; Thurlow, 1957; van Noorden,
1977!, on the abruptness of the transition~Bregman and
Rousseau, 1991!, on the presence or absence of silences be-
tween bursts~van Noorden, 1977!, as well as on other sec-
ondary factors ~Houtgast, 1972; Thurlow, 1957; van
Noorden, 1975; Verschuureet al., 1976!. This phenomenon
has been called ‘‘auditory continuity’’~Thurlow and Elfner,
1959! since the low-level signal is heard to continue through
the intermittent signal, or ‘‘auditory induction’’~Warren
et al., 1972! since the high-level part induces a perception of
continuity in the low-level part. Similar types of phenomena
have been demonstrated for speech interrupted by noise, in
which a continuous speech signal appears to be perceptually

restored during the noise burst~see Warren, 1984, for a re-
view!. In these cases, the auditory system would appear to
have interpreted the signal as being composed of a continu-
ous sound upon which another signal is superimposed. This
interpretation depends on the presence of contextual evi-
dence that the restored sound may be present, i.e., there must
be no evidence that the low-level sound stopped and, in ad-
dition, the peripheral units stimulated by the interrupting
sound must include those that would be stimulated by the
anticipated fainter sound~Bregman, 1990; Warrenet al.,
1972!. Of particular interest to our present concerns is what
this phenomenon might tell us about how the auditory sys-
tem disentangles the respective perceptual attributes of su-
perimposed signals.

Bregman~1990! proposes the existence of a general-
purpose, bottom-up perceptual heuristic, called the ‘‘old-
plus-new’’ strategy, which makes some qualitative predic-
tions about this phenomenon: an interpolation is performed
between the properties of the lower-level sounds occurring
before and after the higher-level interrupting sound~Ciocca
and Bregman, 1987!. However, this computation is per-
formed only if the auditory information indicates that the
low-level sound could have been present during the occur-
rence of the high-level sound and that the transition between
the high-level and low-level sounds is not a continuous one.
Subsequently, the signal in the time interval occupied by the
high-level sound is interpreted as resulting from a mixture of
the low-level~old! sound and an additional~new! sound. The
computation of the loudness of the intermittent stream would
thus be based on asubtractionof the level of the restored
part of the continuous sound from the global level of the
intense part of the sequence. This kind of subtractive mecha-
nism was first proposed by Warren~1982!.2

According to this strategy, if we ask listeners to adjust
the level of a comparison stimulus to match the loudness of
either the continuous or the intermittent parts of this refer-
ence stimulus~see Fig. 1!, we should obtain an adjusted level
in the vicinity of LL for the continuous part (LC) and an
adjusted level for the intermittent part (LI) that would de-
pend on the underlying psychological scale used by the sub-
traction mechanism to derive the loudness of this latter part.
If a continuous sound and an intermittent sequence of iden-
tical frequency content are added in phase and presented to
one or both ears@Fig. 2~b!#, one might expect a law com-
puted on acoustic pressure~LI5LH2LL , whereL is in units
of pressure! ~hypothesis 2a!, whereas for similar, indepen-
dent stimuli with incoherent phase relations@Fig. 2~c!# ~e.g.,
signals of unknown properties, or even known signals pre-
sented in a reverberant environment!, one might expect a law
computed on acoustic power~LI

25LH
2 2LL

2, whereL is in
units of pressure since power is proportional to the square of
pressure! ~hypothesis 2b!. In both cases, and in contradistinc-
tion to the predictions from classical loudness models that do
not include an organizational stage in their computations,
adjusted levelLI would be less than the physical levelLH

and the more so asLH2LL becomes smaller. Since the pe-
riodicity of the waveform may affect the operation of these
latter two hypothetical mechanisms, we decided to use both
pure-tone and narrow-band noise bursts in our experiments.

FIG. 1. ~a! Stimulus sequence alternating between levelsLL and LH . ~b!
Percepts resulting from the alternating sequence: a continuous sound with
perceived levelLC and a sequence of intermittent bursts with perceived
level LI .

FIG. 2. Three different stimulus generation methods that would give similar
resulting signals. Methods a, b, and c correspond to hypotheses 1, 2a, and
2b, respectively~see text!.
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Note that these models both presume that the signal is orga-
nized into continuous and intermittent partsprior to loudness
computation. Another approach would presume that the
loudness is computed on the raw signal levels, and that au-
ditory organization would occursubsequentto this computa-
tion, in which case some additional loudness computation
process would perform the subtractions in sone units
~Stevens, 1957! ~hypothesis 2c!. For pure tones and narrow-
band noise, identical results would be obtained from Zwick-
er’s loudness model by subtracting specific loudness patterns
and summing the specific loudnesses over critical bands in
the residual pattern~Zwicker, 1960; Zwicker and Feldtkeller,
1967; Zwicker and Scharf, 1965!. Pressure, power, and loud-
ness calculations give different results for a givenLH2LL

level difference.
All three of the aforementioned models that embody hy-

potheses 2a, 2b, and 2c presume that some kind of subtrac-
tive segregation process is employed, the operation of which
is based on the available sensory data. Another possibility
has been suggested by Repp~1992!. He proposed that when
an obliterated phoneme is replaced by a noise burst, its per-
ceptual restoration is illusory since some higher-level,
schema-driven, phonological completion is performed in a
top-down fashion: the necessary information is selected from
the noise burst~the top-down process is thus constrained by
the sensory information!, but this information is notsub-
tracted per se from the noise burst, leaving the perceptual
properties of the burst unaffected~hypothesis 3!.

To summarize, the competing hypotheses to be tested
are the following:

H1! classical loudness model without subtraction;
H2! old-plus-new type subtraction models, the computa-
tions of which are based on:

a! acoustic pressure,
b! acoustic power,
c! loudness~in sones!;

H3! top-down information-selection model.

Note that H1 and H3 make identical predictions for
alternating-level sequences.

To test these various hypotheses, we presented listeners
with sequences of events that alternated between a high level
(LH) and a low level (LL), as in Fig. 1~a!. The events were
identical in spectral content. Listeners were asked to adjust
the level of a comparison stimulus so that its loudness
matched that of a specific part of the reference stimulus that
varied with the experiment or within a block of trials. Stimu-
lus parameters were varied to test the dependence of adjusted
levelsLC andLI on physical levelsLL andLH under condi-
tions in which listeners either clearly experienced auditory
continuity or could not hear it. In the main experiment~ex-
periment 1!, conditions were presented in which continuity
was heard. The adjusted levels were compared to those pre-
dicted by hypotheses H1, H2a–c, and H3. According to the
old-plus-new heuristic, when continuity is not perceived, the
classical model should be satisfactory and no subtraction of
levels should be evident. Experiments 2 and 3 studied loud-
ness matching toH and L bursts in alternating-level se-
quences in which continuity was impaired either by sending

H and L bursts to separate ears or by introducing silences
between them, respectively. Finally, a control experiment
~experiment 4! was performed to verify listeners’ loudness
matching precision with fixed-level intermittent and continu-
ous sequences.

To test for the possibility that temporal integration
and/or loudness enhancement affect loudness computation in
the continuity phenomenon, various duty cycles betweenH
andL bursts were also employed in experiments 1 and 2. If
temporal integration plays a role, one would expect differ-
ences in loudness matches betweenH bursts with durations
of 200 ms and 100 ms, as well as between 100-msL bursts
and longer durationL bursts~Zwislocki, 1960!. If loudness
enhancement effects, originally investigated in two-burst
stimuli, can be generalized to alternating sequences, one
would expect greater loudness enhancement ofL bursts~and
thus less loudness difference betweenL and H bursts! in
stimuli with shorter L-burst durations~100 and 200 ms;
Zwislocki and Sokolich, 1974!.

I. GENERAL METHOD

A. Stimuli

Sequences were composed of one of two types of stimu-
lus bursts: a 1-kHz pure tone or a subcritical band, 140-Hz
noise band centered on 1 kHz. Individual bursts had 5-ms
linear onset and offset ramps. Sequences with alternating
levels were composed of eight low-level (L) bursts inter-
leaved with seven higher-level (H) bursts~Fig. 1!. In experi-
ments 1, 2, and 4, the sequences were presented with four
different duty cycles to study effects of the time course of
loudness growth and decay~DH /DL in ms: 200/200,
100/100, 100/300, 100/700!. The total duration of the refer-
ence stimulus varied with duty cycle, being 3.0, 1.5, 3.1, and
6.3 s, respectively. In experiment 3, only the 100/300 duty
cycle was used.

The H andL burst onsets and offsets either overlapped
by 2.5 ms~no silence, experiments 1 and 2! or were sepa-
rated by 30- or 100-ms silent intervals~experiment 3!. With
overlapping bursts, both pure-tone and noise-band signals
were added in phase, i.e., they were derived from the same
sound generator as in Fig. 2~b!. In this latter condition, the
continuity percept is quite strong if the sequence is presented
diotically ~experiment 1!, but it is absent ifH andL bursts
are presented to separate ears~experiment 2!. With silent
intervals, continuity is generally absent or quite weak with
30-ms silences at the levels we used and is almost never
perceived with 100-ms silences~experiment 3!.

LL in the reference stimulus was varied randomly within
the A-weighted set 606$1,3,5% dB. In all analyses and plots,
levels are presented relative to the mean of the roving range
~60 dB!. LH was either 2, 6, or 10 dB greater thanLL . The
prediction was that when auditory continuity was perceived,
the loudness of the intermittent stream would vary system-
atically with this level difference, always being adjusted to a
level belowLH ~see Table I!. For a mechanism operating on
acoustic pressure, ideal listeners perceiving continuity should
adjust an intermittent comparison stimulus to levels that are
below LH by 13.7, 6.0, and 3.3 dB, forLH /LL level differ-
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ences of 2, 6, and 10 dB, respectively. For a mechanism
operating on acoustic power, the adjusted levels should be
below LH by 4.3, 1.3, and 0.5 dB, respectively. And for a
mechanism operating on sone units, the adjusted levels
should be belowLH by 29.7, 15.6, and 10.1 dB, respectively.
These latter values are obtained by convertingLH and LL

from dB to sones~SH and SL! by Stevens’ law:S5kp0.6,
whereS is the loudness in sones,k'0.01, andp is the pres-
sure inmPa ~cf. Botte, 1989!. ThenSI5SH2SL , andSI is
reconverted toLI in dB by the same law in reverse. This
relation is only valid for levels above 30 phones~30 dB for
pure tones and narrow noise bands in the vicinity of 1 kHz!
~cf. Scharf, 1978!.

To the contrary, if the classical loudness model or the
schema-driven model is appropriate, the level adjusted to
match the intermittent part of the sequence should be close to
LH . The same result should obtain when continuity is not
perceived~experiments 2 and 3!. All models predict that the
level adjusted to match the continuous stream when continu-
ity is heard or to the lower-level part of the sequence when
continuity is not heard should be nearLL . Departures from
the physical levels in reference stimuli not producing audi-
tory continuity may indicate biases induced by the stimulus
context and/or by the matching strategy. Such biases would
need to be taken into account when interpreting the results
for stimuli producing continuity.

B. Procedure

Each experiment was preceded by a familiarization
phase in which the stimuli were presented to the subjects
who were questioned as to what they heard in order to verify
whether or not auditory continuity was perceived for all
stimulus conditions. They were also allowed to practice the
adjustment procedure. One or two blocks containing all the
stimuli for a given condition presented in random order were
usually sufficient.

Each trial consisted of the repeated alternation between
the reference stimulus and a comparison stimulus. During
this alternation, the level of the comparison stimulus could
be adjusted with a single-turn potentiometer. Subjects could
listen to the alternation as many times as necessary to make
a satisfactory loudness match, at which point they signaled
the computer to record the level of the comparison stimulus
by pressing a button. The listener aligned the turn-pot to a
fixed reference point at the beginning of each trial. The start-
ing levels of the reference stimulus were chosen at random
from LL6$7,8,9,10% dB for that trial. The duration of the

silent intervals separating the two stimuli varied with the
experiment and will be specified for each one below. For
reference stimuli producing continuity, subjects were asked
on a given trial either to adjust the level of a continuous
comparison stimulus to match the level of what appeared to
be continuous in the reference, or to adjust the level of an
intermittent sequence to match the level of what appeared to
be intermittent in the reference. For sequences not producing
continuity, intermittent reference stimuli of similar temporal
structure were presented and the subjects were asked to
match either the higher or the lower level in the reference
stimulus using ear of presentation or duration cues to focus
on the target stream~experiments 2 and 3, respectively!.

Stimuli were presented in blocks comprising a given
burst type ~pure-tone or noise-band! and duty cycle. All
combinations of burst type and duty cycle tested in a given
experiment were completed before any one was repeated.
They were block randomized for each subject and five blocks
of each type were completed by each subject in each experi-
ment. Different subjects were recruited for each experiment
and for the different silent-duration and burst-type conditions
in experiment 3. Each experiment was conducted in a series
of sessions varying from 60 to 90 min. Subjects were al-
lowed to take breaks between blocks as desired. In all ex-
periments, the dependent variable was the matching ‘‘error’’
~in dB! between the adjusted level of the comparison stimu-
lus and the level of the targeted part of the reference stimulus
~H or L bursts!.

C. Apparatus

Sinusoidal and white noise signals were synthesized at a
sampling rate of 20 kHz with 16-bit resolution on an Oros
DSP card controlled by a Compaq 386 computer. In the case
of alternating-level signals,H andL bursts were processed in
different channels. The signals were then filtered with a
Kemo VBF/24 bandpass filter with cutoff frequencies of 930
and 1070 Hz and248 dB/oct slopes. The filtering served
both for anti-aliasing and for obtaining the narrow-band
noise. The filtered signals were then routed through Charyb-
dis D programmable attenuators with 0.25-dB resolution that
were controlled by the computer. The final signals were ei-
ther sent separately to the two earpieces of a TDH-49 headset
for the dichotic conditions or were mixed and sent to both
earpieces for the diotic conditions. Experimental sessions
took place in an IAC single-walled sound isolation chamber.
Subjects adjusted levels for comparison stimuli with a
single-turn potentiometer and signaled their satisfaction with

TABLE I. Subtraction of low level from high level in units of pressure, power, and sones for a difference
betweenH andL bursts of 6 dB~LL560 dB SPL,LH566 dB SPL,Pr ref520mPa, Poref51 pW!.

Pressure~mPa!
(Pr510 dB/20•Pr ref)

Power~pW!
(Po510 dB/10•Poref)

Loudness~sones!
(S50.01•Pr0.6)

LL 20 000 1 000 000 3.8073
LH 40 000 3 981 072 5.7626
LH2LL 20 000 2 981 072 1.9553

LI ~dB! 60.0 64.7 50.4
LI2LH ~dB! 26.0 21.3 215.6
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the match by pressing a button on the response box. At this
point, the computer presented the next trial. Levels at each
earpiece were verified using a Bruel & Kjaer 4153 artificial
ear and a 2230 sound-pressure meter.

II. EXPERIMENT 1: DIOTIC ALTERNATING-LEVEL
SEQUENCES PRODUCING CONTINUITY

The goal of this experiment was to test the main com-
peting hypotheses that the loudness of an alternating se-
quence organized into continuous and intermittent streams is,
on the one hand, partitioned into two quantities that may be
computed either on the basis of pressure~H2a!, power~H2b!,
or specific loudness~H2c! subtraction, or, on the other hand,
is perceived as corresponding to the physical values pre-
sented~H1 and H3!.

A. Method

On each trial the reference stimulus~sequence of over-
lapping H and L bursts! was alternated with an adjustable
comparison stimulus that was either continuous or intermit-
tent. The silence separating the end of the reference stimulus
and the beginning of the comparison stimulus was 800 ms. A
1500-ms silence separated the end of the comparison stimu-
lus and the next presentation of the reference stimulus. The
four duty cycles were presented~200/200, 100/100, 100/300,
100/700!. The continuous adjustable comparison stimulus
had the same total duration as the reference stimulus and the
intermittent adjustable comparison stimulus had the same
temporal structure as theH bursts in the reference stimulus.
Eight subjects that reported having normal hearing partici-
pated in the experiment and were paid for their services.
Each subject completed five repetitions of the 48 conditions:
2 burst types34 duty cycles33 H/L level differences32
comparison stimulus types.

B. Results

In the familiarization phase, all subjects reported the
continuity percept for each condition, although the effect was
weaker for the 2-dB difference in level betweenLL andLH ,
sometimes heard more as a fluctuating level. Subjects also
reported that the bursts composing the intermittent stream in
the alternating sequence were degraded in terms of the attack
quality and tone color compared with the isolated intermit-
tent sequence~similarly to results reported by Warrenet al.,
1994!.

From the adjusted level of the continuous comparison
stimulus (LC) and that of the intermittent comparison (LI),
the dependent variable~matching ‘‘error’’! was computed
for each~LC2LL and LI2LH , respectively!. These values
are plotted as a function of theH/L level difference in Fig. 3.
For continuous stimuli, plotted data are averaged over burst
type, duty cycle, subjects, and repetitions. For intermittent
stimuli, data are averaged over subjects, repetitions, and duty
cycle, with the exception of noise stimuli for which the
stimuli with 200-msH bursts are plotted separately from
those with 100-msH bursts~mean over 100/100, 100/300,
and 100/700 duty cycles!. Separate repeated-measures

ANOVAs were performed for continuous and intermittent
comparison stimuli with repeated factors burst type~2!, H/L
duty cycle~4!, andH/L level difference~3!.

1. Continuous comparison stimuli

There was a nearly perfect match of the comparison
stimulus to the level of the continuous stream, matching er-
ror being within 1 dB ofLL . There was a significant differ-
ence of 0.6 dB between adjusted levels for pure-tone and
noise-band stimuli@F(1,7)510.67, p,0.05#,3 the stimuli
being adjusted 0.3 dB belowLL for pure tones and 0.3 dB
aboveLL for noise bands. The two means are also both re-
liably different from the hypothesized value of 0 dB@single
samplet(479)522.92, p,0.005; t(479)52.98, p,0.005,
respectively#. This difference, while significant, is quite
small ~less than the differential threshold for intensity dis-
crimination, e.g., Luce and Green, 1974!. There were no ef-
fects of duty cycle or ofH/L level difference.

2. Intermittent comparison stimuli

The intermittent stream was adjusted on average to a
level less thanLH . The range of the mean matching errors
across subjects and repetitions was from22.4 to211.2 dB.
Classical loudness models would predict mean adjusted in-
termittent levels nearLH , but these were very rare across
subjects~17 out of 192 matching errors averaged across rep-
etitions were above21.0 dB!. The effect ofH/L level dif-
ference depended on both burst type and duty cycle, as wit-
nessed by the significant triple interaction@F(6,42)55.42,

FIG. 3. Summary data for experiment 1. Mean loudness matching ‘‘error’’
~see text! as a function ofH/L level difference. ‘‘Errors’’ for matches to the
intermittent stream that are predicted by power, pressure, and loudness sub-
traction models are shown by dashed lines. All points would lie on the line
at zero for models predicting matches to the physical values. All models
predict zero error for matches to the continuous stream. For comparison, the
data for similar~homophonic! conditions in Warrenet al. ~1994! are shown.
~Pure-tone data were derived from Figs. 2 and 3 and broadband noise data
from Fig. 7 in that study.! Vertical bars~where visible! show61 standard
error.
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p,0.05#. For pure-tone stimuli, a separate repeated-
measures ANOVA on factors duty cycle andH/L level dif-
ference revealed that there was no effect of duty cycle
@F(3,21)51.09, n.s.#, while a significant main effect ofH/L
level difference@F(2,14)56.16,p,0.05# was found: match-
ing ‘‘errors’’ decreased with increasing level difference. A
similar analysis for noise-band stimuli showed that the duty
cycle by H/L level difference interaction was significant
@F(6,42)55.14, p,0.05#. This interaction results from the
fact that for the 200/200 duty cycle and a 2-dBH/L differ-
ence, the comparison stimulus was adjusted to much lower
values compared both to those at largerH/L differences for
the same duty cycle, as well as to the other duty cycles at the
2-dB difference~all of the cited differences between means
were greater than the critical Tukey–Kramer difference of
3.4 dB!. There was no effect ofH/L level difference for the
three duty cycles with 100-msH bursts@F(1,42)50.65, n.s.,
for 2 dB versus 6 dB;F(1,42)51.05, n.s., for 6 dB versus 10
dB; F(1,42)53.35,p,0.10, for 2 dB versus 10 dB#. There
was no difference between pure-tone and noise-band stimuli
at the 6-dB and 10-dBH/L level differences. The source of
this triple interaction thus seems to be related to matches for
noise-band stimuli at the 2-dBH/L level difference: the ad-
justed level of the 200/200 duty cycle was low~a value com-
mensurate with those obtained for pure-tone stimuli at all
duty cycles! and the adjusted levels of the duty cycles with
100-msH bursts were high.

C. Discussion

This pattern of data corresponds to predictions of neither
the classical loudness models~H1! nor the schema-driven
models~H3!, i.e., listeners do not systematically adjust levels
of the intermittent sequence close to the physically presented
levels. We can thus reject both of these classes of models.
The data are, however, in qualitative agreement with the pre-
diction of the ‘‘old-plus-new’’ subtraction strategy: the
smaller theH/L level difference, the greater the matching
error. In fact,LI was, on average, adjusted even lower than
LI for a difference of 2 dB. This effect is broadly consistent
with results obtained by Darwin~1995! for synthetic vowel
stimuli and by Warrenet al. ~1994! for pure tones and broad-
band noise. The matching errors are much smaller in magni-
tude than those predicted by the loudness subtraction model
~see Fig. 3!. So whatever the auditory representation of level
used for subtracting the continuous portion from the high-
level burst, it is clearly not related to loudness as defined in
Stevens’ power law, suggesting that the signal is organized
into streams before loudness is computed rather than after-
ward. For these homophonic stimuli, the auditory represen-
tation of level at the stage of stream organization appears to
be closer to physical units like pressure or power. Our data
fall between the predictions based on pressure and power
subtraction, as do those of Warrenet al. ~1994!. Single-
samplet-tests, adjusted for multiple tests, were performed on
mean matching errors against values predicted by power and
pressure subtraction. They revealed that neither subtraction
method predicts all of the experimental data. At the 2-dB
level difference, matches for noise-band stimuli with the
200/200 duty cycle are not different from the pressure calcu-

lation, while those with 100-msH bursts are not different
from the power calculation. At the 10-dB difference, none of
the matches is different from the pressure calculation. In all
other cases, the mean matching errors are significantly dif-
ferent from both pressure and power calculations. Clearly,
neither of these units explains the data and there are some
troubling differences due to duty cycle and burst type, par-
ticularly at the smallestH/L level difference.

There may be a number of reasons for these discrepan-
cies. Subjects noted that with the 2-dB level difference, the
task was more difficult and they were more uncertain in their
matches. They also felt the difficulty and uncertainty were
increased with the noise stimuli compared to the pure tone
stimuli. The former impression is borne out for 2-dB condi-
tions, which have much higher standard deviations~7–8 dB!
than do conditions with a larger level difference~2.5–3.0
dB!. However, this pattern is very similar for both pure-tone
and noise-band stimuli, and indeed for noise stimuli the 200/
200 duty cycle has a larger standard deviation than that for
the other three duty cycles taken together. This result belies
the latter impression and argues against listeners’ having dif-
ficulty estimating the level in these stimuli due to short-term
level fluctuations in narrow-band noise signals. Although our
results globally support a subtractive segregation mecha-
nism, they may also suggest that subjects had difficulty in
segregating the intermittent stream composed of 100-ms
bursts for the 2-dB difference for noise-band stimuli: the
stochastic nature of the signal may have hindered the segre-
gation process to some extent making the percept itself
somewhat fuzzy. While this interpretation is coherent with
the introspective reports of subjects during the familiariza-
tion phase described above, seven of the eight subjects ad-
justed comparison levelsbelow the physical level in confor-
mity with predictions of a subtraction model which presumes
a segregation of the sequence into two streams.

Another potential problem is that the alternating-level
stimulus context may have induced biases in the level
matches. It was therefore necessary to verify that listeners
adjust comparison stimuli to levels that are close to the
physically presented levels in alternating-level stimuli that
do not produce continuity. Further, it was also necessary to
estimate the precision with which listeners adjust continuous
and intermittent sequences to such alternating sequences and
to rule out the possibility that alternating-level sequences
affect the matching of loudness more generally.

III. EXPERIMENT 2: DICHOTIC ALTERNATING-LEVEL
SEQUENCES

This experiment had two goals: verify the prediction that
adjusted levels of comparison sequences are close to physi-
cally presented levels when continuity is not heard and test
the precision of such matches. A reference stimulus was used
that had the same temporal configuration as that of the ref-
erence stimulus producing continuity in experiment 1, but
which did not itself produce the continuity percept. The
breakdown of continuity is obtained by sending theH andL
bursts to separate ears.
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A. Method

H and L bursts were routed to the right and left ear-
phones, respectively. These ear-specific target sequences will
be denotedR/H ~Right/High! andLe/L ~Left/Low!. The ad-
justable comparison stimulus was presented to the target ear
and consisted of a series of bursts identical in duration to
those of the sequence presented to the same ear in the refer-
ence stimulus. At the beginning of the experiment all three
level differences were presented to subjects who were asked
what they heard. No subject reported a sensation of continu-
ity. Eight subjects reporting no hearing problems were re-
cruited and paid for their participation. Each subject com-
pleted five repetitions of the 48 conditions: 2 burst types34
duty cycles 33 H/L level differences32 comparison
stimulus types (R/H) vs (Le/L).

B. Results

The dependent variable was the ‘‘error’’ in adjusted
level of the comparison stimulus relative to the physical level
presented in the reference stimulus. Mean matching errors
are presented in Fig. 4 for each ear as a function ofH/L level
difference and in Fig. 5 for each ear as a function of duty
cycle. The mean errors across burst types, subjects, and rep-
etitions varied from21.3 to12.6 dB. A repeated-measures
ANOVA was performed on factors comparison stimulus type
~2!, burst type~2!, duty cycle~4!, level difference~3!, and

repetitions~5!. No difference was found between noise and
tone stimuli@F(1,7),1#. The effect of comparison stimulus
type was significant@F(1,7)514.4,p,0.005#, the global er-
ror being20.1 dB for theR/H sequences and 1 dB for the
Le/L sequences. There is a global overestimation of 0.5 dB
that was not present in the first experiment for the continuous
stream. It may therefore be related to adjusting a simple in-
termittent sequence to part of an alternating sequence, al-
though Marks~1978! noted a greater sensitivity of the right
ear on the order of 1 dB in subjects performing loudness
magnitude estimations on binaural stimuli.

A significant interaction between comparison stimulus
type and level difference results from a divergence between
matching errors forR/H and Le/L conditions @F(2,14)
531.8, p,0.0001# ~see Fig. 4!: listeners increasingly over-
estimated the level of theLe/L sequence as the level differ-
ence increased and they moved from a slight overestimation
of R/H sequences at a 2-dB difference to an equivalent un-
derestimation at a 10-dB difference. This divergence is
nearly symmetrical about the global average matching error
and suggests a bias in matches to the target sequence in the
direction of the level of the nontarget sequence.

A significant interaction was also found between com-
parison stimulus type and duty cycle@F(3,21)523.2, p
,0.0001# ~see Fig. 5!: matching errors were significantly
different from the global average in a positive direction for
Le/L conditions and in a negative direction forR/H condi-
tions, but only for the 100/100 and 200/200 duty cycles. So
the matching bias in the direction of the nontarget sequence
appears to disappear when the duration of theL bursts is at
least 300 ms. It seems unlikely that this effect is due to
temporal integration of loudness over the first 200 ms of the
tone~Zwicker and Fastl, 1990!, since the effect is symmetric
for duty cycles of similar duration in the two ears.

C. Discussion

The first thing to note about these results is that they are
strikingly different from those of experiment 1. On average,
matching errors are within 2 dB of the physically presented
values at all duty cycles for all level differences. Indeed in
this experiment departures from perfect matches are greater
for greaterH/L level difference, whereas in experiment 1
errors were greater for smallerH/L level difference. It would
appear that these results, obtained with stimuli not producing
the continuity phenomenon, can be roughly predicted by the
classical loudness models.

These results may also reflect biases in matches to inter-
mittent sequences embedded in alternating-level sequences.
They suggest that an isolated intermittent sequence is heard
globally with a level of about 0.5 dB less than the same
sequence embedded in an alternating context. They also sug-
gest that increasing the level difference between the embed-
ded target sequence and the nontarget sequence results in an
increasing bias in the direction of the nontarget sequence,
amounting to about 1 dB for a 10-dBH/L difference. This
effect is more pronounced for stimuli with shorter-durationL
bursts. The values found in this experiment, however, are
neither big enough nor consistently in a given direction to
explain the departure of data for matches to intermittent tar-

FIG. 4. Summary data for experiment 2. Mean loudness matching ‘‘error’’
as a function ofH/L level difference for matches to higher-level intermittent
sequences in the right ear~Right/High! and lower-level intermittent se-
quences in the left ear~Left/Low!. Vertical bars show61 standard error.

FIG. 5. Summary data for experiment 2. Mean loudness matching ‘‘error’’
as a function of duty cycle for matches of Right/High and Left/Low se-
quences. Vertical bars show11 standard error.
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gets in experiment 1 from either pressure or power subtrac-
tion predictions. Further, the large difference between noise-
band stimuli with 100-msH bursts and those with 200-msH
bursts that was found in experiment 1 is not found in this
experiment. It may be that the dichotic presentation made
this set of stimuli too different from those in experiment 1
for the biases revealed to be directly comparable to the
former conditions.

IV. EXPERIMENT 3: DIOTIC ALTERNATING-LEVEL
SEQUENCES WITH INTER-BURST SILENCES

The aims of this experiment were identical to those of
experiment 2. However, in this experiment we used dioti-
cally presented stimuli similar in structure to those of the
main experiment but in which continuity was not heard.
Continuity was broken by introducing brief silences between
H and L bursts. The prediction was that matches would be
close to physically presented levels.

A. Method

Only the 100/300 duty cycle was used. Silences of 30 or
100 ms were introduced to separate the low- and high-level
tone bursts. The 30-ms silences were used only with pure-
tone stimuli, whereas both pure-tone and noise-band stimuli
were tested with 100-ms silences. To focus subjects’ atten-
tion on the perception of intermittent streams in the reference
stimulus, the adjustable comparison stimuli were always in-
termittent and corresponded identically in temporal structure
~300-ms bursts for lower-level and 100-ms bursts for higher-
level streams! to the targeted high- or low-level part of the
reference stimulus. These comparison stimuli will be de-
notedLo/L ~long/low! andS/H ~short/high!. Subjects’ ver-
bal reports indicated that 30-ms silences could at times give
a weak impression of continuity, but they could also learn
not to hear the percept. Van Noorden~1975! had found that
with 40-ms pure-tone bursts and silences of 22 ms, theH/L
level difference necessary to obtain the continuity effect was
over 20 dB, which is well above the maximum level differ-
ence employed in this study. For the stimuli with 30-ms si-
lences, some subjects found it difficult to focus on one level
at the beginning. To the contrary, the 100-ms silences never
gave the continuity percept and presented fewer problems of
attentional focus. Three independent groups of subjects were
paid for their participation in the experiment. Seven heard
pure-tone stimuli with 30-ms silences, eight heard pure-tone
stimuli with 100-ms silences, and eight heard noise-band
stimuli with 100-ms silences. All reported having normal
hearing. Each subject completed five repetitions of the six
conditions: 3H/L level differences32 comparison stimulus
types~S/H vs Lo/L!.

B. Results

The dependent variable was the ‘‘error’’ in final ad-
justed level of the comparison stimulus relative to the physi-
cal level presented. Mean matching errors are presented in
Fig. 6 for each comparison stimulus type as a function of

H/L level difference. The mean matching errors across sub-
jects and repetitions varied from21.9 to11.6 dB. A mixed
ANOVA was performed with independent groups on the
combinations of silent-duration and burst-type factors and
with repeated measures on factors comparison stimulus type
~2!, level difference~3!, and repetitions~5!. There was no
difference between the two durations of silence separatingH
and L bursts@F(1,20),1#. The variability in matches was
slightly lower for the 100-ms silences, perhaps due to the
better impairment of continuity than was obtained with
30-ms silences. There was a significant interaction of com-
parison stimulus type, level difference, and burst type
@F(2,40)516.2, p,0.0001#. For S/H sequences, matching
errors were increasingly negative with increasedH/L level
difference, while the reverse was the case for matches to the
Lo/L sequences, mirroring the results from experiment 2.
The triple interaction results from the fact that this effect is
slightly less marked for pure-tone than for noise-band stimuli
~see Fig. 6!.

C. Discussion

As for the results of experiment 2, these results are glo-
bally consistent with the predictions of classical loudness
models. Further, these results also reveal a dependence of
adjusted levels on level difference in the alternating se-
quence. It would seem, therefore, that the context effect of a
sequence with alternating levels induces overestimation of
lower-level sounds and underestimation of higher-level
sounds. This effect is much larger than the small bias found
in nonalternating sequences~see experiment 4 below!. It is
roughly equivalent to that found for dichotic alternating se-
quences~experiment 2!, although the global positive bias in
matches present in the latter experiment was not present in
the current one, suggesting the previous result may have its
origins in the dichotic presentation. Similarly to experiment
2, the matching biases found here are insufficient to explain
the departures from pressure or power predictions for inter-

FIG. 6. Summary data for experiment 3. Mean loudness matching ‘‘error’’
as a function ofH/L level difference for matches to intermittent sequences
of higher-level, short-duration bursts~Short/High! or lower-level, long-
duration bursts~Long/Low! for both pure-tone~PT: N575! and narrow-
band noise stimuli~NB: N540!. Vertical bars show61 standard error.
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mittent streams in experiment 1, particularly concerning the
large difference between pure-tone and noise-band stimuli
found in the latter experiment.

V. EXPERIMENT 4: DIOTIC FIXED-LEVEL STIMULI

The goal of this control experiment was to verify
whether the intermittence of the reference or comparison
stimuli systematically influenced matching errors for either
continuous or intermittent sequences.

A. Method

Two types of diotically presented stimuli were used that
resemble those in Fig. 1~b!: a continuous~CONT! sound and
an intermittent~INT! sequence composed of seven sounds
having the duration ofH bursts separated by silences having
the duration ofL bursts. Comparison stimuli were adjusted
to match the level of reference stimuli of the same type~INT

or CONT!.4 For INT conditions, both pure-tone and noise-band
stimuli with four duty cycles were employed. ForCONT con-
ditions, four sequence durations were used that corresponded
to the total sequence duration for each duty cycle. Eight sub-
jects, all of whom reported having normal hearing, were paid
to participate in the study. Each subject completed five rep-
etitions of the 16 conditions: 2 burst types34 duty cycles
32 stimulus types.

B. Results and discussion

The matching precision was good with mean matching
errors across burst types, subjects, and repetitions varying
from 20.4 to 0.5 dB forINT conditions and from 0.0 to 0.3
dB for CONT conditions. Separate repeated-measures
ANOVAs were performed forINT andCONT stimuli on fac-
tors burst type~2!, duty cycle~4!, and repetitions~5!. Note
that duty cycle corresponds simply to a difference in stimu-
lus duration forCONT stimuli. The only significant effect in
both analyses was for the duty cycle factor inINT stimuli
@F(3,21)54.1, p,0.05#. Matching errors for all duty cycles
were positive except for 100/700. However, only one of
these mean matching errors was significantly different from
zero by single-samplet-tests adjusted for multiple tests. This
condition wasINT 100/100 for which subjects overestimated
the level by about 0.5 dB@t(79)53.61, correctedp,0.005#.
In general therefore, listeners are quite precise at adjusting
both continuous and intermittent sequences, mean matching
errors being well within the differential threshold for inten-
sity ~Luce and Green, 1974!. The differences between ad-
justed levels and power and pressure predictions in experi-
ment 1 would not appear to be attributable to imprecise level
matching between intermittent sequences.

VI. GENERAL DISCUSSION

The data presented above demonstrate that the perceived
loudness of an auditory event depends on the way the event
sequence is organized perceptually. In the case of an
alternating-level sequence perceived as a sequence of inter-
mittent events imposed on a continuous sound, the level of
the continuous sound is heard as being equal to the physical
level of the lower-level bursts. Level matches of a continu-

ous comparison sound to the continuous stream of the refer-
ence stimulus are within 0.4 dB of the physical level and are
unaffected by the level difference in the alternating-level
context~experiment 1!. Indeed, a comparable degree of pre-
cision is found for matches to a fixed-level continuous sound
~experiment 4!. However, matches to the intermittent part of
the percept are far below the physical levels presented and
are clearly consistent with some kind of subtractive process.
The pattern of the data in the present study confirms and
extends that of Warrenet al. ~1994! and suggests that the
higher-level part of the signal is processed by the auditory
system as if it were composed of two parts, each with its own
share of the neural input corresponding to the incident en-
ergy of the stimulus sequence.5 Loudness matches fall be-
tween values predicted by subtraction based on acoustic
pressure and acoustic power. They are very different from
computations based on loudness as represented in sone units.
The results are thus consistent with the hypothesis that audi-
tory organization takes place prior to loudness computation
and that the auditory sensory representation of level at this
stage of processing is close to the physical stimulus. For
small differences between higher and lower levels, loudness
matches also depend both on the relative durations of theH
and L bursts and on the spectral content of the signal. The
means for most conditions are nearer the predictions based
on pressure with the exception of smallH/L level differ-
ences for noise-band stimuli with short-durationH bursts.

When the continuity of such an alternating-level se-
quence is broken by routing alternate events to separate ears
~experiment 2! or by introducing a silence between succes-
sive events~experiment 3!, mean matches are much closer to
the physically presented values and are even at times greater
than these values, a situationnever found when continuity
was heard. With the stimuli of experiments 2 and 3, a depen-
dence of the matches to the lower-level bursts on the level
difference is found: as the level difference increases, the
level of these bursts is progressively overestimated, i.e., in
the direction of the higher-level bursts. This overestimation
attains about 1–2 dB on average for a level difference of 10
dB. Clearly the matching of loudness in the two cases is
influenced by the perceptual context, and these kinds of
matching biases are similar to what Poulton~1989! has char-
acterized as ‘‘centering tendencies’’ in psychophysical judg-
ment strategies. However, the pattern of results is completely
different from that found when the sequence is organized
into two streams. In the former case, matches are consistent
with classical loudness models~plus judgment biases!
whereas in the latter case they are consistent with a subtrac-
tion model.

These results are not consistent with effects related to
temporal integration, loudness enhancement, loudness adap-
tation or the ‘‘recalibration’’ of sensory input. We can rule
out loudness summation as the origin of these effects
~Zwicker et al., 1957! since stimuli were confined to a single
critical band. We can also rule out loudness adaptation
~Botte et al., 1982! as the stimulus sequences were not long
enough in duration. Further, it is hard to imagine how loud-
ness enhancement~Zwislocki and Sokolich, 1974! might be
playing a role in these stimuli even it if can be considered to
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generalize to alternating levels: there is clearly no enhance-
ment of the lower-level bursts, the level of the continuous
stream being adjusted very near the physical level. However,
one might imagine that the loudness of the low-level inter-
mittent stream could be enhanced by a louder continuous
stream. This relation is predicted by pressure and power sub-
traction for the 2-dBH/L level difference, but adjusted lev-
els appear to be very sensitive to both the waveform and the
duration of intermittent bursts. It is unclear how loudness
enhancement could account for these latter results. Finally,
the ‘‘slippery context effect’’ or ‘‘recalibration’’ of loudness
described by Marks and Warner~1991! and Marks~1994!,
respectively, do not explain these data either. In those stud-
ies, the loudness of a soft pure tone could be increased when
presented within the context of trials containing relatively
higher-level tones at another frequency. First, this effect
completely disappears when the tones are of the same fre-
quency ~Marks, 1994!, and second, the loudness of the
higher-level tone is unaffected by the context, while that of
the lower-level tone is increased. Their results are thus quite
the opposite of ours and most likely reflect a completely
different level of the loudness computation mechanism.

A comparison of these data with those obtained in simi-
lar sequences that do not produce auditory continuity~ex-
periments 2 and 3! demonstrates that while the alternating
context induces matching biases~the bigger the level differ-
ence, the greater the compensation of the match in the direc-
tion of the nontargeted part of the sequence!, this kind of
compensation is not at all found for the lower-level continu-
ous stimuli in experiment 1 and the matching ‘‘errors’’ for
intermittent stimuli are much larger. Further, the pattern of
bias is very different in experiments 2 and 3 compared with
the deviations from the physical levels in experiment 1. The
largest deviations are found for small alternating level differ-
ences in experiment 1 and for large differences in experi-
ments 2 and 3. Also, the biases exist for bothL andH bursts
~in opposite directions! in experiments 2 and 3, while no
appreciable deviation is found for the lower-level continuous
stimuli in experiment 1. Therefore, we may conclude that the
divergence from physical levels in experiment 1 cannot be
explained simply by biases induced by the alternating-level
context. The results are consistent with a subtractive process
based on the perceptual interpretation thatH bursts are com-
posed of the continuation ofL bursts and an additional su-
perimposed burst.

There remains the problem of determining the nature of
the subtraction process which seems to correspond to neither
pressure nor power computations. It is possible that the na-
ture of the task may be responsible for these deviations in
experiment 1. On a given trial, the listener is asked to focus
either on the continuous sound or on the intermittent se-
quence and to estimate the loudness in order to match it with
a comparison stimulus. This focusing may create an impre-
cise partitioning of the stimulus energy which is mixed to-
gether in the same auditory channels since the two streams
are spectrally identical. If a pressure subtraction law is used,
one could imagine that the focusing process results in too
much energy being assigned to the attended stream, which
would lead to an overestimation of the levels. The data sug-

gest that if this is the case, a greater difference between the
alternating levels results in smaller errors in estimation. They
further suggest that for short-duration stimuli with uncertain
levels ~as is the case with the 100-msH bursts of narrow-
band noise!, the overestimation is exaggerated for very small
level differences. The question of a possible influence of
temporal structure~as well as of experimental instructions!
on perceived continuity will be addressed in a subsequent
paper~Drake and McAdams, submitted!.

If, on the other hand, the auditory system uses power
computation, the focusing process would have to result in
too little energy being assigned to the target stream. This
error would be greatest at small level differences for pure
tones and noise bands with longer-durationH bursts, but
would be smallest at the same level difference for short-
duration H bursts. For larger level differences, the error
would be constant for all stimuli tested.

It is important to recall that in the everyday world, pres-
sure calculations would only be appropriate for signals added
in coherent phase~an unlikely occurrence! while power cal-
culations would be appropriate for independent signals, the
phases of which are unknown. While the stimuli in our ex-
periments were added in coherent phase, Warrenet al.
~1994! demonstrated that randomizing the phase relations be-
tween successive bursts had no appreciable effect on the
data.

Another possibility is that the auditory system is no
more precise than it has to be to get the job done correctly.6

There may be an inherent ambiguity in the partitioning pro-
cess, since it is rarely possible on the basis of locally avail-
able sensory information to determine the exact properties of
the signals that compose a mixture. In more realistic situa-
tions than the repetitive alternation between two levels used
here, there would normally be separate instants where the
‘‘old’’ signal is present alone, the ‘‘new’’ signal is present
alone, and both signals are mixed. If a significant proportion
of the ‘‘old’’ signal can be removed at an instant of mixture,
the resulting rough estimate of the intensity of the ‘‘new’’
one could be corrected by estimates obtained either at earlier
or at later instants when it was present by itself. The con-
junction of a number of estimates at different instants could
lead to a reasonably, although not perfectly, accurate conclu-
sion concerning this property of the target source. This was
clearly the case in our study as evidenced by the precise
matches to the continuous stream in experiment 1.

VII. CONCLUSIONS

~1! A process akin to the ‘‘old-plus-new’’ strategy
~Bregman, 1990! seems to operate on alternating-level ho-
mophonic sequences. This process subtracts from an inter-
rupting high-level sound the part that is perceptually as-
signed to another sound perceived to continue through it.
The level of the residue thus depends on the level difference
between the higher-level sound and the lower-level sound.
This result is in contradistinction to predictions by classical
loudness models~e.g., Zwicker, 1977! that do not take audi-
tory organization processes into account, or by models that
postulate a selection of information on the basis of some
kind of mental schema~Repp, 1992! in which the restored

1589 1589J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 McAdams et al.: Auditory continuity and loudness



part of the continuous sound is not subtracted from the mix-
ture. However, the law by which the loudnessis partitioned
does not correspond across all conditions to either pressure
or power subtraction and is very different from predictions
based on loudness subtraction in sone units. The same law
would appear to operate on pure tone and narrow-band noise
stimuli for larger differences between lower- and higher-
level bursts. Observed effects due to the duty cycle of the
alternation for noise-band stimuli do not seem to be attribut-
able to the uncertainty in estimation of loudness of short-
duration narrow-band noise bursts nor to effects of loudness
enhancement.

~2! Loudness matches to fixed-level continuous and in-
termittent stimuli are very accurate when reference and com-
parison stimuli have the same temporal structure.

~3! For alternating sequences in which continuity is not
heard ~dichotically presented sequences or sequences with
intervening silences!, the level of the softer, intermittent
stream is overestimated by an amount that increases with the
level difference between higher and lower levels. The re-
verse was true of the louder stream, suggesting that matching
biases are made in the direction of the level of the nontarget
stream. Aside from these small matching biases, matches are
consistent with predictions of classical loudness models, sug-
gesting that such models are most appropriate for situations
in which sound sequences are perceptually organized into a
single stream.

~4! The loudness matching biases found in conditions
where continuity was not perceived do not explain the devia-
tions measured in the continuity conditions. It is likely that a
process akin to the old-plus-new subtraction strategy is em-
ployed, though the task used, which requires the listener to
focus on a targeted part of the stimulus sequence, may affect
the perceived loudness. On the other hand, the auditory sys-
tem may not need to be more precise in its loudness compu-
tations to deal appropriately with real-world situations.
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Change in envelope beats as a possible cue in comodulation
masking release (CMR)

Emily Buss, Joseph W. Hall III, and John H. Grose
Department of Surgery, Division of Otolaryngology, University of North Carolina, Chapel Hill,
North Carolina 27599-7070

~Received 3 February 1997; accepted for publication 25 September 1997!

The detection advantage associated with masker envelope coherence across frequency has typically
been described in terms of comparisons of information across auditory channels. More recently it
has been suggested that analysis of the output of a wider initial filter, similar to that suggested for
the TMTF, can account for the data@B. G. Berg, J. Acoust. Soc. Am.100, 1013–1023~1996!#. This
approach suggests that a change in envelope beats could serve as the cue to the addition of a
pure-tone signal. Data are presented here for the detection of a tone added to multiple maskers with
coherent envelopes. In one condition a change in envelope beats was an accurate potential cue,
whereas in others the change was too unreliable to serve as an indicator of the presence of the signal.
All conditions employing maskers with coherent envelopes produced very similar thresholds, and all
showed improved sensitivity over the case of detecting a signal added to a single masker centered
on the signal frequency. Results are interpreted as evidence that a change in envelope beats does not
form the basis of detection in CMR. ©1998 Acoustical Society of America.
@S0001-4966~98!01903-1#

PACS numbers: 43.66.Dc@WJ#

INTRODUCTION

Comodulation masking release~CMR! is the detection
advantage associated with maskers that have a coherent pat-
tern of amplitude modulation across frequency. This coher-
ence of amplitude modulation, or comodulation, of maskers
at the signal frequency and at frequencies distant from the
signal tends to improve sensitivity for detection of an added
pure tone. The typical finding is that thresholds in the case of
a single narrow-band masker centered on the signal decrease
with the addition of comodulated maskers up to an octave
away from the signal frequency, while addition of nonco-
modulated maskers increases thresholds slightly~e.g., Moore
et al., 1990!.

The basis of CMR is typically described as an across-
channel, envelope-based process. In fact, some care is usu-
ally taken to prevent within-channel cues from contributing
to detection so that ‘‘true CMR’’~Schooneveldt and Moore,
1987!, an across-channel phenomenon, can be more directly
examined. The types of models that have been proposed to
account for CMR can be broadly characterized as falling into
two categories: envelope comparisons across frequency and
cued listening. Envelope comparison models are based on
the observation that the addition of a signal to one of several
comodulated masker bands decreases the coherence of am-
plitude modulation~AM ! for those bands. Specific detection
cues of this type that have been proposed include envelope
correlation~Richards, 1987! and differencing of normalized
envelopes~Buus, 1985; Hall, 1986!. Cued listening models
~Buus, 1985!, on the other hand, are based on the observation
that the signal-to-noise ratio at the signal frequency is best
during the masker modulation minima. If maskers are co-
modulated across frequency, the auditory system could po-
tentially use modulation minima of the maskers distant from
the signal to cue listening at the signal frequency. This cue-

ing would lead to an improved signal-to-noise ratio in the
‘‘samples’’ for stimuli with coherent AM.

Both the envelope comparison and the cued listening
models take as a starting point the idea that the envelopes of
the central and flanking maskers~i.e., the masker centered on
the signal and those at flanking frequencies! are represented
separately in the auditory system, as in different frequency
channels. The study of CMR has often been motivated by the
desire to characterize the~assumed! across-channel process
occurring after auditory filtering. More recently, Berg~1996!
has challenged this assumption by proposing a model that
accounts for the basic phenomenon of CMR by dispensing
with the initial stage of auditory filtering and the subsequent
across-channel comparisons. According to this model, de-
scribed in terms of the output of a leaky integrator, the char-
acteristics of the amplitude spectrum of the envelope of the
summed waveform falling within a relatively wide predetec-
tion band~e.g., as proposed to account for modulation detec-
tion threshold data; Viemeister, 1979! serve as the basis for
detection. In order to arrive at these characteristics, multiple
samples of the stimulus are amassed and their envelopes ex-
tracted via half-wave rectification and low-pass filtering.
These envelopes are then subjected to a Fourier analysis, the
results of which are assessed for correlates with the presence
of a signal. Those characteristics of the envelope amplitude
spectrum which are predictive then form the cue for detec-
tion. In simulations of the leaky integrator output, Berg
~1996! pointed out that one particular aspect of the envelope
amplitude spectrum that could cue the presence of a signal
was related to the frequency separation between masker
bands: The signal-absent case is characterized by a more
pronounced peak in envelope energy at the beat frequency.

The example given in Berg’s paper consists of two
masker bands separated in frequency by 100 Hz. These
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maskers are comprised of two sets of tones, either with the
same starting phases for analogous tones in the two bands
~producing coherent AM!, or with different randomly se-
lected starting phases for analogous tones in the two bands
~producing incoherent AM!. In the case of coherent AM, the
average envelope amplitude spectrum is dominated by beats
at the frequency of masker separation~in this example 100
Hz, the separation of the pairs of tones with a shared starting
phase!. The addition of a signal reduces the prominence of
this beating, and this relative reduction in energy at the beat
frequency is proposed as a possible cue to detection. In the
case of incoherent AM, no such stable peak at the frequency
of masker separation is present even in the absence of the
signal, so change in the relative amount of envelope energy
at the beat frequency does not form such a reliable cue for
the signal.

The top two panels of Fig. 1 illustrate those aspects of
the envelope amplitude spectrum which differ reliably be-
tween signal-present and signal-absent cases.1 The maskers
used to produce these plots were 40 Hz wide, computed as
the sum of seven equal amplitude tones, and the envelope of
each masker was controlled via the starting phase of each
component tone. One masker was centered at 900 and the
other at 1000 Hz, and the signal-present case included a
10-dB increment in level of the masker component at 1000
Hz. Each panel shows the mean-to-sigma ratio (n52000) of
the first 200 Hz of the envelope amplitude spectrum for the
signal-present~dotted line! and the signal-absent~solid line!
cases. A large value reflects consistency in the amplitudes
obtained for that point, indicating a frequency that could po-
tentially be used as a reliable cue to the identity of the stimu-
lus ~provided it differentiates the signal-present from the
signal-absent cases!. The first panel shows the results for the
case of two maskers with perfectly coherent AM, with the
starting phases for the component tones in the two maskers
chosen anew on each ‘‘trial.’’ The salient peak at 100 Hz in
the signal-absent case represents the envelope beats at the
frequency of masker separation. These beats arise because
components 1–7 of the two maskers share a common starting
phase and are all separated by 100 Hz, so the seven sets of
tones all beat in phase and at the same frequency, resulting in
the beat pattern in the summed waveform. The second panel
shows the results for maskers with incoherent AM, but that
are otherwise identical to the previous case.~Notice the re-
duced range of ordinate values.! There is no peak at 100 Hz
in this case. This is because starting phase of the component
tones of the two bands are randomly assigned so that the
pairs of tones separated by any given interval do not neces-
sarily beat in phase. Despite the lack of a peak, the functions
are not identical in the signal-present and signal-absent
cases, and these~less distinctive! differences could be hy-
pothesized to support detection, although with lower
sensitivity.2

The reduction of envelope beats as a detection cue in
CMR successfully addresses some aspects of monaural
CMR: the basis for improved sensitivity in the presence of
maskers with coherent AM, the deleterious effect of in-
creased frequency separation between maskers eliciting
CMR ~e.g., Cohen and Schubert, 1987!, and the disruptive

effects of the addition of a pure tone distant in frequency
from the signal~Berg, 1996!. There are several issues that
are not as clearly addressed, however. For example, as
pointed out by Berg~1996!, envelope beats are not present as

FIG. 1. Characteristics of the amplitude spectrum of the envelope for four
conditions: The envelopes for 2000 maskers were generated separately for
the signal-absent and signal-present stimuli. The mean-to-sigma ratio for the
first 200 points of the amplitude spectrum of the envelope is plotted as a
function of frequency~in Hz!. The solid lines show results for the signal-
absent cases, dotted lines for the signal-present cases. Stimuli used to gen-
erate panel 1 consist of two maskers~40 Hz wide, centered at 900 and 1000
Hz! with coherent AM and a signal consisting of a 10-dB increment in the
masker component at 1000 Hz. Stimuli used to generate panel 2 consist of
two maskers which lack coherent AM, but are otherwise identical to those
from panel 1. Panel 3 shows results for two maskers with coherent AM, the
one centered on the signal frequency~1000 Hz! and the other roved in
frequency over a range of 50 Hz~875–925 Hz!. Panel 4 was generated using
stimuli identical to those from panel 1 except that the phases of the masker
components were assigned so as to reduce envelope beat regularity~while
maintaining coherence of AM!.
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a reliable cue for wide-band AM noise maskers, a stimulus
configuration for which robust CMRs can be obtained~e.g.,
Hall et al., 1984!. It is also not obvious how this cue would
predict improved performance with increasing numbers of
perfectly comodulated masker bands separated in frequency,
more maskers leading to a peak at the beat frequency that is
more consistent and less susceptible to disruption by the ad-
dition of the signal. These examples suggest that the reduc-
tion of envelope beats might be an insufficient cue for mod-
eling observer performance across the range of stimuli for
which CMR is observed. That is not to say that Berg’s leaky
integrator model would not exploit some other predictive
correlate of the presence of the signal based on the amplitude
spectrum of the envelope for those stimuli.

The question of interest is whether the auditory system
can make use of a reduction in envelope beats in cases where
this change could reliably cue the presence of the signal. The
data discussed below are based on stimuli for which enve-
lope beats either do or do not serve as a reliable cue to the
presence of a signal, but which are otherwise as similar as
possible~e.g., narrow-band maskers separated in frequency!.
By comparing results of conditions with and without the po-
tential cue of change in envelope beats, we attempted to test
whether this cue is employed when it is present.

If CMR is based on reduction of energy at the beat fre-
quency of the masker envelopes, identified via examination
of many samples of the stimulus, then a rove of the flanking
masker frequency should interfere dramatically with detec-
tion as compared to the more commonly used condition of
fixed flanking masker frequency. Masker frequency rove
would introduce substantial variability in the average ampli-
tude spectrum of the stimulus envelope across trials, result-
ing in a greatly reduced~or absent! peak at the~average!
frequency of masker separation. Panel 3 of Fig. 1 illustrates
this effect. This panel shows the mean-to-sigma ratios for the
amplitude spectra of envelopes of signal-absent~solid line!
and signal-present~dotted line! stimuli. The stimuli were
similar to those used in creating panel 1 except that the low
frequency masker took on a new center frequency for each
‘‘trial,’’ chosen from a uniform distribution 50 Hz wide and
centered on 900 Hz~center frequencies ranging from 875 to
925 Hz!. As in the case of incoherent AM~Fig. 1, panel 2!,
there is no peak at the frequency of the~average! masker
separation in the signal-absent case. The amplitude spectra of
the envelopes in the case of roving flanking masker fre-
quency do appear to differ reliably, providing a potential cue
for Berg’s leaky integrator model, but the nature of that dif-
ference is quite dissimilar from the case of coherent AM with
fixed flanking masker frequency~Fig. 1, panel 1!.

While the detection strategy of Berg’s leaky integrator
model ~and the plots in Fig. 1! are based on the reliable
properties of a particular component in the long-term enve-
lope amplitude spectrum across many samples of the stimu-
lus, it is also possible that a change in envelope beats could
be used in signal detection on an interval-by-interval basis.
For example, the amplitude spectrum of the envelope in a
single sample of a signal-absent stimulus tends to have a
peak at the beat frequency, whereas the amplitude spectrum
of the envelope for the signal-present case tends to be less

elevated at the beat frequency. If the beat frequency is iden-
tified on an interval-by-interval basis, then roving flanking
masker frequency would not necessarily be expected to in-
terfere substantially with detection. The amplitude spectrum
of the envelope of the signal-absent stimulus would tend to
contain a pronounced peak at the frequency of separation
chosen for that particular interval. The amplitude spectrum
of the envelope of the signal-present stimulus would tend to
contain a smaller peak at the frequency separation chosen for
that interval. The detection decision, then, could be based on
the size of the largest peak across a range of possible beat
frequencies, a large peak reflecting a regular beat pattern in
the signal-absent case.

It is possible to generate masker bands with identical
envelopes that do not exhibit a regular beat pattern when
summed via assignment of magnitude and phase to the com-
ponent tones~e.g., Richards, 1988!. For this illustration,
component tones 1–7 were equal amplitude and with starting
phases in band 2 assigned as negative one times the starting
phase of the mirror image component in band 1. In this way
pairs of tones separated by a constant interval in frequency
did not beat in phase, a fact reflected in the relative lack of
beats in the summed waveform. If the regularity of envelope
beats within a signal-absent interval forms the detection cue,
then this type of coherently modulated masker lacking a
regular beat pattern should not produce a CMR. The bottom
panel of Fig. 1 shows the mean-to-sigma ratio for this type of
stimulus. The plot of mean-to-sigma ratio for this type of
stimulus resembles the graph based on stimuli with incoher-
ent AM ~panel 2!. While this plot is based on many samples
of the stimulus, it should be noted that the cue being exam-
ined is the relative reduction in energy at the beat frequency
associated with a particular sample of the stimulus, not the
average beat frequency across samples. One way to quantify
the regularity of envelope beats is to ask how much energy is
present in the most prominent peak of the envelope ampli-
tude spectrum in the frequency region where envelope beats
might occur. Based on the signal-absent stimuli used to pro-
duce Fig. 1, the largest peak between 50 and 150 Hz for any
single sample of the stimuli with irregular beats is on aver-
age approximately 55% of that for the fixed-frequency, co-
herent AM condition. If beat regularity within interval is the
basis for detection, then the stimulus with coherent AM and
irregular beats should be associated with a greatly reduced
CMR.

The data presented below suggest that envelope beats do
not underlie detection of a tone added to maskers with co-
herent AM. Roving flanking masker frequency failed to in-
crease thresholds either with sinusoidally amplitude modu-
lated ~SAM! maskers or with narrow-band noise maskers.
The coherently modulated maskers with irregular beats, a
manipulation employing narrow-band noise maskers, also
failed to disrupt CMR. Poor performance in a condition em-
ploying pure-tone flanking maskers and a SAM central
masker confirmed that the detection advantage observed for
the inclusion of flanking maskers with coherent AM can be
attributed to the coherence of envelopes rather than a profile-
type cue based on long-term amplitude spectra~Fantini and
Moore, 1994; Green, 1988!.
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I. STIMULI

The signal was a 100-ms tone burst at 1 kHz and tem-
porally centered in a 600-ms masker~onset occurring 250 ms
after masker onset and offset occurring 250 ms before
masker offset!. For SAM maskers, this positioning centered
the signal in a masker modulation minimum. The signal was
gated with a 50-ms cos2 rise-fall time and was added in
phase to the masker component at 1 kHz.

There were three basic masker conditions for both the
SAM and the narrow-band noise masker stimuli. All of the
SAM masker conditions included a SAM tone centered on
the signal frequency~1 kHz! with a modulation rate of 10 Hz
and a2cos starting phase. The condition employing just this
masker will be referred to as the narrow-band~NB! condi-
tion. In a second condition the SAM tone at 1 kHz was
accompanied by SAM tones at 500, 700, 1300, and 1500 Hz
that were also SAM at 10 Hz, with a2cos starting phase.
This condition will be referred to as the fixed-comodulation
~f2CO! condition, as all maskers were comodulated and had
fixed flanking masker center frequencies. A third condition
consisted of the SAM tone at 1 kHz and four additional
comodulated SAM maskers, each with a center frequency
chosen randomly from a uniform distribution for each pre-
sentation of the stimulus. In order to reduce the possibility of
within-channel effects, the range of frequencies that a flank-
ing masker could take on was restricted to625 Hz from the
frequency of the analogous masker in the f-CO condition
~e.g., 500625 Hz for the lowest frequency masker!.3 This
condition will be referred to as the roved-comodulation~r-
CO! condition, reflecting the fact that the center frequencies
for the four comodulated SAM flanking maskers were roved.
Limited data were also collected in a fourth condition, which
included a SAM tone masker at 1 kHz and four unmodulated
pure tones at 500, 700, 1300, and 1500 Hz, gated on and off
with 50-ms cos2 ramps and scaled to have power equal to the
SAM tones present in the other conditions. This condition
will be referred to as the pure-tone~TONE! condition.

Conditions analogous to the three basic SAM conditions
were also completed with 12-Hz-wide narrow-band maskers,
which had an approximate equivalent average rate of modu-
lation of 8 Hz~Rice, 1953!. A band consisted of a set of five
pure tones all with equal amplitude, spaced at intervals of
2.44 Hz ~as dictated by the sampling rate and FFT buffer
size!, and each tone had a randomly chosen starting phase. A
new set of starting phases was chosen at the beginning of
each stimulus presentation, and coherence of AM across fre-
quency was achieved by assigning the same set of starting
phases for the tones comprising each band. As with the SAM
maskers, all narrow-band noise masker conditions included
one masker centered on the signal frequency~1 kHz!. The
NB condition consisted of just this masker. The f-CO condi-
tion included comodulated maskers centered at 500, 700,
1300, and 1500 Hz, with the starting phases of the analogous
component tones in each band being identical for all
maskers. The r-CO condition consisted of the narrow-band
masker centered on 1 kHz and four additional maskers with
roved center frequency, chosen from a uniform distribution
625 Hz the frequency of the analogous masker in the f-CO
condition. As in the f-CO condition, the starting phases of

the component tones 1–5 were identical for all maskers. Fi-
nally, the envelope-only~ENV-ONLY! condition was iden-
tical to the f-CO condition in all respects except in the man-
ner that the starting phases of the component tones of the
central masker were assigned. Starting phases for each tone
of this masker were negative one times the phase of the
analogous mirror image component of a flanking masker~cf.,
Richards, 1988!. This produces bands with coherent AM but
reduced beat regularity in the summed waveform~Richards,
1990!. All maskers were gated on and off with 50-ms cos2

rise-fall times.
All stimuli were digitally computed~AP2, TDT!, pre-

sented at 10 kHz via a DAC~DD1, TDT!, low-pass filtered
at 3 kHz ~Kemo, 85 dB/oct!, attenuated~PA4, TDT! and
presented diotically over headphones~Sony, MDR-V6!.
Maskers in the SAM condition were presented at 60 dB SPL
per SAM tone~i.e., carrier and two sidebands!, and each
masker band in the narrow-band noise condition was pre-
sented at 65 dB SPL.

II. PROCEDURES

Four observers participated in the experiment. All had
pure-tone thresholds better than 20 dB HL for frequencies
between 250 and 8000 Hz. Observers 1–3 were all very ex-
perienced in psychophysical procedures, having participated
in CMR and other previous experiments. Observer 4 had
some previous exposure to psychophysical procedures, al-
though none with CMR stimuli. Both observers 1 and 4 had
one or more hours of additional practice on earlier versions
of this experiment.

Observers were tested in a double-walled sound-proof
booth. Stimuli were presented in a 2AFC paradigm with an
interstimulus interval of approximately 400 ms. The signal
was equally likely to appear in the first as the second inter-
val, and feedback was provided visually after each trial. A
3-down 1-up tracking procedure estimated 79% correct~Lev-
itt, 1971!. The initial step size of 8 dB was reduced to 4 dB
after the second track reversal, and reduced again to 2 dB
after the fourth reversal. Trials continued until a total of ten
reversals were obtained. Threshold estimates were computed
as the average of the levels at the last six track reversals.
Practice trials were available at the beginning of each track.

All observers began with the SAM masker conditions.
Because of time constraints, only observers 1–3 completed
the TONE condition. The order of SAM masker conditions
was quasi-random across observers, with thresholds taken in
blocks by condition. A total of five threshold estimates were
taken for each condition, with the first discarded as practice.
After completing the SAM masker conditions, observers be-
gan the narrow-band noise masker conditions. Only observ-
ers 1–3 completed the ENV-ONLY condition, and the order
of the narrow-band noise conditions was completed in quasi-
random order. Visual inspection of the data revealed no ef-
fect of practice across the four threshold estimates taken as
data. This would be surprising were it not for the fact that all
but one of the observers was highly practiced in CMR tasks.
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III. RESULTS

Results for the SAM masker conditions appear in Fig. 2.
Average thresholds for the four observers, indicated on the
abscissa, are plotted separately. Left to right the bars in each
cluster show thresholds in the f-CO, r-CO, and NB condi-
tions. Error bars show the standard error of the mean~sem!
across the four threshold estimates. Average thresholds from
the TONE condition, not shown on this graph, were well
above those in the other conditions for all three of the ob-
servers who completed this condition; the average threshold
across observers in the TONE condition was 60.0 dB~sem
50.5 dB!, significantly higher than thresholds in the f-CO
condition~1-tailed, paired t-test:t259.72,p,0.01!. Results
for the narrow-band noise maskers appear in Fig. 3. As in
Fig. 2, data for the four observers, indicated on the abscissa,
are plotted separately. Left to right the bars in each cluster
show thresholds in the f-CO, r-CO, and NB conditions.
Thresholds in the ENV-ONLY condition, not shown on this
graph, averaged 62.8 dB~sem52.6 dB!. These thresholds
were not significantly higher than those in the f-CO condi-
tion ~1-tailed, paired t-test:t250.52,p50.33!. Data for both
the SAM and narrow-band noise masker conditions indicate
a reliable CMR; results from 1-tailed, paired t-tests show
thresholds in the f-CO condition to be lower than those in the
NB condition in both cases~t353.52, p,0.05 and t3

52.72,p,0.05 for the SAM and narrow-band noise condi-
tions, respectively!, though this trend was not evident in the
data of all observers~e.g., observer 4’s data with narrow-
band noise maskers!. Masker frequency rove did not signifi-

cantly raise thresholds as compared to the fixed-frequency
case~f-CO versus r-CO conditions! for either the SAM or
narrow-band noise masker conditions~t251.04, p50.19;
t250.28,p50.40!.

IV. DISCUSSION

The results presented here do not support the hypothesis
that a change in envelope beats serves as a cue for detecting
a signal added to maskers with coherent AM. The data fail to
show an adverse effect of roving flanking masker center fre-
quency, as would be predicted if the reduction of envelope
energy at the beat frequency~identified by comparing enve-
lope amplitude spectra across samples! were the cue to the
addition of the signal in the case of comodulated maskers.
Instead, CMRs in the roved frequency condition appear to be
uncompromised relative to those obtained with maskers fixed
in frequency. The lack of an effect of reduced beat regularity
~in the ENV-ONLY condition! is inconsistent with the pos-
sibility that envelope beats, as identified on an interval-by-
interval basis, form the cue for detection. The elevation of
thresholds in the presence of pure-tone maskers in the TONE
condition suggests that the long-term amplitude spectrum
~e.g., profile analysis; Green, 1988! was not responsible for
improved sensitivity associated with the inclusion of co-
modulated flanking maskers. While it is quite plausible that
Berg’s leaky integrator model could be fitted to these data,
detection would be based on very different aspects of the
amplitude spectra of the envelope in each case—the decrease
of energy at the beat frequency in the case of fixed-frequency
flanking masker, and much subtler changes in energy across
a broader range of frequencies in the case of roved flanking
masker frequency or reduced beat regularity~detection per-
haps also relying heavily on covariance across points in the
envelope amplitude spectrum!. It is also possible that detec-
tion could be based on cues other than those derived from the
envelope amplitude spectrum, particularly in the r-CO and
ENV-ONLY conditions. Given the similarities in the pat-
terns of results obtained for these three conditions, however,
it seems somewhat unlikely that such different cues would be
utilized equally efficiently, particularly given the limited ex-
posure these observers had to stimuli with roved flanking
masker frequency and reduced envelope beat regularity.4
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1This figure resembles Fig. 1 in Berg~1996!.
2Introduction of channel and central noise to this basic model, necessary to
fit observers’ data, complicates this picture somewhat. The inclusion of
additive noise has a large affect on the mean-to-sigma ratio of envelope
energy at the beat frequency~this energy being relatively low, particularly
after the lowpass filter!. As a result, envelope cues at frequencies other than
the beat frequency@somewhat similar to those discussed in Greenet al.
~1992! although that study used very different stimuli and different meth-
ods# increase in relative reliability. This issue will not be pursued, however,
because the hypothesis under consideration in this study is whether the

FIG. 2. Results for the SAM masker conditions: Thresholds~in dB SPL! are
plotted separately for each condition and each observer. Left to right, bars
represent results for the f-CO, r-CO, and NB conditions.

FIG. 3. Results for the narrow-band noise masker conditions: As in Fig. 2,
thresholds~in dB SPL! are plotted separately for each condition and each
observer. Left to right, bars represent results for the f-CO, r-CO, and NB
conditions.
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decision statistic underlying CMR is based on a change in envelope beats.
3Based on Schooneveldt and Moore’s~1987! data in the region of 1000 Hz,
all of the masker frequencies tested here fall outside the range thought to
produce within-channel effects.

4Observers 1–2 have had over 100 h of previous exposure to stimuli similar
to those in the f-CO condition, as compared to less than 1-h exposure to
stimuli in the r-CO and ENV-ONLY conditions in the course of the present
experiment.
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Basilar-membrane nonlinearity and the growth of forward
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Forward masking growth functions were measured for pure-tone maskers and signals at 2 and 6 kHz
as a function of the silent interval between the masker and signal. The inclusion of conditions
involving short signals and short masker-signal intervals ensured that a wide range of signal
thresholds were recorded. A consistent pattern was seen across all the results. When the signal level
was below about 35 dB SPL the growth of masking was shallow, so that signal threshold increased
at a much slower rate than masker level. When the signal level exceeded this value, the masking
function steepened, approaching unity~linear growth! at the highest masker and signal levels. The
results are inconsistent with an explanation for forward-masking growth in terms of saturating
neural adaptation. Instead the data are well described by a model incorporating a simulation of the
basilar-membrane response at characteristic frequency~which is almost linear at low levels and
compressive at higher levels! followed by a sliding intensity integrator or temporal window. Taken
together with previous results, the findings suggest that the principle nonlinearity in temporal
masking may be the basilar membrane response function, and that subsequent to this the auditory
system behaves as if it were linear in the intensity domain. ©1998 Acoustical Society of America.
@S0001-4966~98!02003-7#

PACS numbers: 43.66.Dc, 43.66.Ba, 43.66.Mk@WJ#

INTRODUCTION

One of the main goals of psychoacoustic research is to
provide an account of auditory perception that is physiologi-
cally realistic, computationally tractable, and parsimonious.
These efforts are complicated by the considerable nonlineari-
ties that are observed in certain aspects of auditory process-
ing. A dramatic example of this nonlinear behavior is for-
ward masking, in which the detectability of a signal is
reduced by a masker terminated before the onset of the sig-
nal. It is a well-established fact that on-frequency forward
masking grows nonlinearly: A given increase in masker level
requires a smaller increase in signal level in order for the
signal to remain at detection threshold~Jesteadtet al., 1982;
Moore and Glasberg, 1983!. In other words, the masker be-
comes relatively less effective as its level is increased. The
result is in contrast to that for on-frequency simultaneous
masking, in which the signal-to-masker ratio at threshold is
almost independent of masker level~Hawkins and Stevens,
1950; Viemeister, 1972!.

These findings have been taken as evidence that forward
masking is, at least in part, a consequence of nonlinear pro-
cesses in the auditory nerve; specifically, neural adaptation
~Bacon, 1996; Duifhuis, 1973; Jesteadtet al., 1982; Kidd
and Feth, 1982!. According to this account, the sensitivity of
a neuron is reduced after stimulation, leading to a decrease in
the detectability of a subsequent signal. Neural adaptation is
compressive and saturating~Smith, 1977, 1979!, so that the

relative effectiveness of the adaptor decreases with level.
These characteristics are consistent,qualitatively, with the
nonlinearity observed behaviorally in the majority of
forward-masking experiments, although more recent physi-
ological studies suggest that theamountof forward masking
observed in single auditory nerve fibers is not sufficient to
account for theamountof psychophysical forward masking
~e.g., Relkin and Turner, 1988!. Even though the adaptation
account as described here is based on the response of single
neurons measured in isolation, for the present purposes this
should be a sufficient analysis. The characteristics of adap-
tation that are important here~saturation with increasing
level, and dependence of adaptation on masker level, not
signal level! will apply even if a larger number of neurons
are employed in a given forward-masking situation.

An alternative explanation for forward masking is that it
is a consequence of more ‘‘central’’ processes relating to the
limited temporal resolution of the auditory system: The neu-
ral representation of the masker is smoothed over time by an
integration device, or temporal window~Festenet al., 1977;
Mooreet al., 1988; Penneret al., 1972!, so that the represen-
tation of the masker overlaps with the representation of the
signal at some stage in the auditory system. In this account it
is the ‘‘persistence’’ of masker excitation that produces the
masking~Plomp, 1964; Zwislockiet al., 1959!. Classically,
however, the temporal window has been taken to be linear,
so that the model is unable to account for the nonlinearities
observed in forward masking without assuming that the du-
ration of the temporal window is reduced as stimulus level is
increased~Plack and Moore, 1990!. Not only does this con-
siderably complicate the temporal window model, but it is
also inconsistent with other data that suggest that temporal

a!Present address: Communication Research Laboratory, Department of
Speech–Language Pathology and Audiology, Northeastern University,
Boston, MA 02115.
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resolution is almost independent of level~Buus and Floren-
tine, 1985; Moore and Glasberg, 1988; Peterset al., 1995;
Plomp, 1964; Viemeister, 1979!. In addition, a temporal-
window model operating on stimulus intensity cannot ac-
count for the nonlinear additivity of forward and backward
maskers~Penner, 1980!.

Despite these failings, the temporal-window model has
considerable appeal, mainly perhaps because of its simplic-
ity. It has been suggested that the model can be rescued by
assuming that there is a compressive nonlinearity prior to the
temporal window ~Oxenham and Moore, 1994; Penner,
1980!. Furthermore, it has been suggested that the compres-
sive nonlinearity may be related to the nonlinear response of
the basilar membrane~Oxenham and Moore, 1994, 1995!. In
these studies, however, basilar-membrane compression was
modeled using a simple~level-invariant! power law. Thus
while the additivity of forward and backward masking could
be well accounted for, the nonlinear growth of forward
masking could not.

Physiological measurements of basilar-membrane vibra-
tion have shown that the response to a pure tone at its
‘‘nominal’’ characteristic frequency~CF; defined as the
pure-tone frequency that produces the maximum excitation
at low levels! is approximately linear for tone levels below
about 40 dB SPL~Murugasu and Russell, 1995; Ruggero
et al., 1997; Russell and Nilsen, 1997!. Above these levels,
the response is highly compressive, with a compression ratio
of roughly 5:1~in dB units!. It is possible to distinguish two
characteristics of basilar-membrane nonlinearity that may de-
termine the compressive behavior at CF. One is the compres-
sive response of the basilar membraneper se, which has
been linked to an active physiological mechanism. The other
is the reduction in the best frequency~BF, the frequency that
produces the maximum response! of each place on the basi-
lar membrane as level is increased~McFadden and Yama,
1983; Ruggeroet al., 1997; Russell and Nilsen, 1997!. As
BF shifts downward, the tone fixed at CF~which is no longer
the optimum frequency! producesrelatively less excitation,
leading to a compressive response function. The account im-
plies that the response at BF should be less compressive than
at CF, and indeed this is observed in some of the basilar
membrane measurements~see for example, Ruggeroet al.,
1997, Fig. 8; Russell and Nilsen, 1997, Fig. 4!. Both the
compression at BF and the shift in BF may contribute to the
measured compression at CF, although it should be empha-
sized that these characteristics are probably the consequence
of a single underlying mechanism.

The nonlinear growth of forward masking can be ex-
plained in terms of basilar-membrane nonlinearity as follows
~Oxenham and Moore, 1995!. Because the amount of mask-
ing produced by a forward masker is usually quite small, at
least in comparison to simultaneous masking, the threshold
signal levels in forward-masking experiments have generally
been low. If the masker level is high enough to be in the
compressive region of the basilar membrane function, a
10-dB increase in masker level may produce only a 2-dB
increase in masker excitation~5:1 compression!. If the signal
level is always in the low-level, more linear, portion of the
basilar-membrane function, then the signal excitation will

increase in proportion to the physical signal level. Assuming
that threshold corresponds to a constant internal signal-to-
masker ratio, the signallevel only has to increase by the
same amount as the maskerexcitation ~i.e., about 2 dB! in
order for the signal to remain at threshold~see also Moore,
1996!. The hypothesis can account, in principle, for the shal-
low growth of forward masking. Furthermore, since cochlear
damage leads to a loss of basilar-membrane compression, the
hypothesis also predicts more linear growth of forward
masking in listeners with cochlear hearing impairment. This
prediction is consistent with the available data~Oxenham
and Moore, 1995, 1997!. In further support of the hypothesis,
Oxenham and Moore~1997! showed that their modification
of the temporal window model, including a simulation of the
basilar-membrane response function, provided a good ac-
count of the growth of forward masking for both normal and
impaired listeners.

The aim of the present experiments was to distinguish
between the neural and mechanical explanations for the non-
linear behavior of forward masking. As will be explained,
the predictions of the two hypotheses, while similar when
signal threshold is low, differ when signal threshold is high.
The experiments were designed to exploit this distinction.

I. GENERAL METHOD

A. Stimuli

The sinusoidal stimuli were generated digitally on a Sili-
con Graphics workstation at a sampling rate of 32 kHz, with
16-bit resolution. Anti-aliasing was provided by built-in fil-
ters. Analog waveforms were delivered directly via the head-
phone output on the computer. Level changes were imple-
mented in the digital domain, although for conditions
requiring low signal thresholds the built-in analog attenua-
tors were used to decrease the overall output level by up to
18 dB.

B. Procedure

A 2I, 2AFC paradigm was adopted throughout. In one
interval the masker and the signal were presented; in the
other interval the masker alone was presented. The inter-
stimulus interval was 500 ms. A two-down, one-up adaptive
tracking rule was used to estimate the 71% correct point on
the psychometric function~Levitt, 1971!. The level of the
signal was increased and decreased by 4 dB for the first four
turnpoints, and by 2 dB thereafter. Sixteen turnpoints were
recorded in each experimental block and the threshold esti-
mate was taken as the mean of the values at the last 12
turnpoints. At least four such estimates were made for each
listener and the results were averaged.

Listeners were tested individually in an IAC single-
walled sound-attenuating booth. Stimuli were presented over
one earphone of a Sony MDRV6 headset. Listeners made
their responses using the numeric keypad on the computer
keyboard. ‘‘Lights’’ were presented in a graphical display on
the computer monitor to delineate the observation intervals,
and to provide feedback after each trial.
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II. EXPERIMENT 1: FORWARD MASKING OF 10-MS
TONE BURSTS AS A FUNCTION OF LEVEL

A. Rationale

While the two explanations~neural and mechanical! for
the nonlinearity in forward masking produce similar predic-
tions when the signal level is low, the predictions of the
hypotheses diverge when the signal level enters the compres-
sive region of the basilar-membrane response function. In
terms of the neural adaptation account, the amount of adap-
tation is dependent only on masker level. This means that the
growth of masking should still be shallow at high signal
levels, since the adaptation produced by the masker will still
be saturated. However, in terms of the basilar-membrane
nonlinearity account, if the masker and the signal areboth
being compressed then the effects should cancel out to some
degree, so that the masking function should be steeper, i.e.,
more linear, at high signal levels than at low.

The experiment was designed to test these predictions
using a brief signal presented shortly after the masker. The
stimulus parameters were chosen to ensure a large amount of
masking so that signal threshold at high masker levels would
be within the compressive region of the basilar membrane.
High signal frequencies were tested, so that the masker and
signal would not overlap on the basilar membrane due to
‘‘ringing’’ in the auditory filters ~Duifhuis, 1973; Oxenham
and Plack, 1997!, and so that the spectral spread of the short
signal would be small compared to the auditory filter band-
width.

B. Conditions

The sinusoidal stimuli are illustrated schematically in
Fig. 1. The masker had a steady-state duration of 20 ms with
2-ms raised-cosine onset and offset ramps. The signal had no
steady-state portion and 5-ms onset and offset ramps. The
masker had the same frequency as the signal and frequencies
of 2 and 6 kHz were tested. At each frequency, masker-
signal intervals~specified from zero-voltage points! of 2, 20,
and 40 ms were tested. At each masker-signal interval,
thresholds were measured for masker levels of 30–100 dB
SPL in 10-dB steps. In addition, absolute threshold measure-
ments were made in the absence of the masker.

C. Listeners

Three normally hearing listeners took part. Absolute
thresholds for the signal~for CP, SM, and SW, respectively!
were 19.7, 26.1, and 30.6 dB SPL at 2 kHz, and 22.3, 29.1,
and 17.3 dB SPL at 6 kHz. Listeners were given at least 4 h
practice on the task before data collection began.

D. Results and discussion

The individual and mean data at 2 and 6 kHz are shown
in Figs. 2 and 3, respectively. The horizontal dotted lines
show the absolute thresholds in the absence of the masker.
The dashed lines show the threshold values estimated by a
model that will be described later.

The data for the two signal frequencies are broadly simi-
lar. For the 2-ms masker-signal interval the masking function
is relatively steep~compared to the 20- and 40-ms intervals!
over the entire level range, although there is a slight ten-
dency for the function to steepen with increasing masker
level, approaching a value of unity at the highest levels. The
20-ms data show an initial very shallow growth of masking,
consistent with previous measures of forward masking, fol-
lowed by an increase in slope. The same pattern is seen for
the 40-ms data, although the function first begins to steepen
at a higher masker level. The only deviation from this gen-
eral pattern is for listener SW at 2 kHz, where the 2-ms data
appear to flatten off slighty at high masker levels, although
this is also where the variability is highest.

Figure 4 shows a scatter plot of the slope of the masking
function against signal level at threshold. Each point was
obtained by plotting the mean of each two consecutive signal
thresholds from the mean data in Figs. 2 and 3 against the

FIG. 1. A schematic illustration of the temporal characteristics of the
stimuli.

FIG. 2. The individual and mean results from experiment 1 for the 2-kHz
signal showing signal threshold as a function of masker level with masker-
signal interval as the parameter. The dotted lines show the absolute thresh-
olds for the signal in the absence of the masker. The dashed lines show the
predictions of the model described in the text. Error bars show standard
errors between replications for the individual data and between listeners for
the mean data.
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slope of the straight line connecting them. There is a very
clear tendency for the slopes to increase with increasing sig-
nal level. For signal levels below about 35 dB SPL the slope
of the masking function is low, with the values clustered
around 0.2 dB/dB. Above this cutoff value the slopes are
much greater. The correlation between signal level and slope
was measured separately for the 2- and 6-kHz data. In both
cases the correlation was positive, strong, and highly signifi-
cant~respectively:r 50.826,p,0.001;r 50.722,p,0.001!.
Also pertinent is the finding that the correlation between
masker level and slope was much weaker~r 50.480, p
,0.02, at 2 kHz; andr 50.560, p,0.01, at 6 kHz!. It is
possible that the correlation with masker level may be
largely a result of the correlation between signal level and

masker level. A test devised by Williams~1959! was used to
determine the significance of the difference in correlations.
Grouping the data from 2 and 6 kHz together, it was found
that the masking function slope was significantly more
highly correlated with signal level than with masker level
(t52.691,p,0.01!. It can be concluded that it is predomi-
nantly signal level that determines the shape of the masking
function. The analysis supports the view that the masking
function steepens because of changes in the compression ap-
plied to the signal as threshold level increases.

The shape of the masking function is inconsistent with
the hypothesis that the nonlinearities in forward masking are
the result of saturating neural adaptation produced by the
masker. If the hypothesis were correct then the masking
function should be dependent only on masker level, and
should be shallow at high masker levels where adaptation is
most saturated. Neither of these characteristics are evident in
the results. The shape of the masking function is consistent,
however, with a basilar membrane input–output function
that is steep below 35 dB SPL and shallow~i.e., highly com-
pressive! for levels above this. When the signal is in the
linear region and the masker is compressed the masking
function is shallow, and when both masker and signal are in
the compressive region the masking function is more linear.

III. EXPERIMENT 2: FORWARD MASKING OF 50-MS
TONE BURSTS AS A FUNCTION OF LEVEL

A. Rationale

The aim of experiment 2 was to confirm the generality
of the results from experiment 1 using longer maskers and
signals. The masked threshold for a long signal is lower than
that for a short signal, so that the upper, linear, portion of the
growth of masking function is less prominent. However, the
long signal also has a lower absolute threshold, allowing the
masking function to be measured at lower masker levels.
This is of interest since, according to the basilar-membrane
hypothesis, when both the signal and the masker are at low
levels ~i.e., within the linear region! the growth of masking
should again be linear. Such a pattern is seen in the classic
results of Munson and Gardner~1950!.

B. Conditions

The masker had a steady-state duration of 100 ms with
2-ms raised-cosine onset and offset ramps. The signal had a
steady-state duration of 30 ms with 10-ms onset and offset
ramps. Signal frequencies of 2 and 6 kHz were tested. At
each frequency, masker-signal intervals~specified from zero-
voltage points! of 2 and 20 ms were tested. At each masker-
signal interval, thresholds were measured for masker levels
of 20–100 dB SPL in 10-dB steps. Absolute threshold mea-
surements were made in the absence of the masker.

C. Listeners

Three normally hearing listeners took part, only one of
whom had taken part in experiment 1. Absolute thresholds
for the signal~for DP, SM, and PB, respectively! were 12.9,

FIG. 3. As Fig. 2 except showing the results from experiment 1 for the
6-kHz signal.

FIG. 4. A scatter plot of signal level at threshold against the slope of the
masking function. The data were derived from the mean results of experi-
ment 1~see text for details!.
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20.2, and 10.6 dB SPL at 2 kHz, and 17.5, 20.7, and 24.2 dB
SPL at 6 kHz. Listeners were given at least four hours prac-
tice on the task before data collection began.

D. Results and discussion

The individual and mean data at 2 and 6 kHz are shown
in Figs. 5 and 6, respectively. The mean results at 6 kHz are
similar to the on-frequency results of Munson and Gardner
~1950! at 1 kHz. There is an initial, relatively steep, increase
in signal threshold over the lowest three masker levels; a
broad, shallow mid-level region; and a dramatic steepening
in the masking function at high masker levels. The steepen-
ing begins at a lower masker level for the 2-ms data. The

masking functions at 2 kHz are relatively steep throughout
the level range, although there is also a tendency for the
functions to steepen with increasing masker level.

Figure 7 shows a scatter plot of the slope of the mean
masking function against signal level. Once again, there is a
clear tendency for the slopes to increase with increasing sig-
nal level, although the effect is more variable than it was in
experiment 1. Part of this variability is possibly a result of
the increase in slope for lowmaskerlevels. The correlation
between signal level and slope was measured separately for
the 2- and 6-kHz data. At both frequencies the correlation
was positive and significant~respectively: r 50.486, p
,0.05; r 50.628,p,0.005!. Again, the overall correlation
with masker level was weaker, although only marginally so
at 2 kHz ~r 50.452, p,0.1, at 2 kHz; andr 50.391, p
.0.1, at 6 kHz!. Grouping the data from 2 and 6 kHz to-
gether, it was found that masking function slope was signifi-
cantly more highly correlated with signal level than with
masker level~t51.768,p,0.05!.

Considering only masker levels up to 70 dB, at 6 kHz
there was a significantnegativecorrelation between masker
level and slope~r 520.622;p,0.05!. This confirms that the
lower part of the masking function, where both masker and
signal levels are within the linear region, has a more linear
slope than the masking function at medium masker levels.
Because of the earlier steepening in the growth of masking
function at 2 kHz, the negative correlation was not seen over
the same range of masker levels for this data set. Overall,
however, the results are consistent with the basilar-
membrane hypothesis and confirm that the nonlinear growth
of forward masking is not explicable in terms of saturating
neural adaptation.

As can be seen in Fig. 6, the results for the highest
masker levels at 6 kHz were highly variable between listen-
ers. Widin and Viemeister~1979! also comment on the large
variation in thresholds between their listeners. In some re-
spects this is to be expected. First, a slight between-listener
variation in the shape of the basilar-membrane function, for

FIG. 5. As Fig. 2 except showing the results from experiment 2 for the
2-kHz signal.

FIG. 6. As Fig. 2 except showing the results from experiment 2 for the
6-kHz signal.

FIG. 7. As Fig. 4 except showing a scatter plot derived from the mean
results of experiment 2.
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instance, the level at which the basilar membrane changes
from being linear to compressive, can have a dramatic effect
on signal thresholds. For example, if the transition from the
linear to the compressive region is at 35 dB, then the mask-
ing function would become almost linear for signal levels
above this, perhaps resulting in an increase in signal thresh-
old from 35 to 55 dB for a 20-dB increase in masker level. If
the transition level is 40 dB, however, the masking function
should be shallow up to this value, so the signal threshold
may only increase from 35 to 39 dB for the same 20-dB
increase in masker level~given 5:1 compression!. In other
words, a 5-dB between-listener variation in the transition
level ~well within the range of values observed physiologi-
cally! can produce a 16-dB between-listener variation in sig-
nal threshold that was not evident for a masker level 20 dB
lower. Similarly, any variation in the efficiency of the detec-
tion mechanism between listeners has a much larger effect at
high levels, because of the compression. If the internal
signal-to-masker ratio at threshold is increased by 2 dB, the
physical signal level has to be increased by 10 dB under 5:1
compression.

While all the individual results in Fig. 6 vary at high
levels, the largest discrepancy is seen in the results for lis-
tener PB, where there is a dramatic steepening in the growth
function for the 2-ms masker-signal interval at high levels.
The slope here is greater than unity and is not compatible
with a basilar membrane function that is equally compressive
above a low-level cutoff point. While the results for this
listener may be attributable to random variation, there is an
alternative explanation. Until recently, physiological mea-
surements of the basilar membrane response at CF often
showed a three stage function, with a linear low-level region,
a compressive mid-level region, and a linear high-level re-
gion ~Ruggero, 1992; Ruggero and Rich, 1991; Ruggero
et al., 1993!. The absence of compression at very high levels
has been linked to a reduction in sensitivity caused by a
deterioration in the physiological condition of the animal
~Ruggeroet al., 1997!. If PB’s hearing is very slightly im-
paired at 6 kHz~indeed, his absolute threshold was the high-
est of the three listeners!, then it is conceivable that his
basilar-membrane function followed the steep–shallow–
steep pattern. This being the case, when the masker enters
the high-level linear region and the signal is in the compres-
sive region then the masking function should become very
steep ~greater than linear! since now the signal threshold
needs to increase at a much higher rate than masker level to
overcome the compression~the reverse of the situation for
low signal levels and medium masker levels!. It is possible
that PB’s results may be explained in this way, although this
does not appear to be a general rule. For the 2-kHz data in
experiment 1, for example, SW has the highest absolute
threshold of the three listeners, but a shallower slope at high
levels ~see Fig. 2!. In any case, PB’s data are clearly not
consistent with the adaptation account.

Although there were clear individual differences in the
6-kHz condition in experiment 2, the remaining results were
reasonably consistent between listeners, at least in terms of
the overall form of the data, and the subsequent analysis will
focus on the mean data. If the mechanical hypothesis is ac-

cepted, it is reasonable to regard the mean data as providing
a first approximation to the ‘‘average’’ basilar-membrane re-
sponse, while acknowledging that the shape of the function
may differ between individuals.

IV. THE REVISED TEMPORAL-WINDOW MODEL

In order to provide a quantitative test of the basilar-
membrane hypothesis, a version of the temporal-window
model was implemented that could estimate signal thresholds
in forward-masking paradigms. In its present form the model
consists of three stages: a level-dependent compressor, a
sliding temporal integrator, and a decision device~see Fig.
8!. As the masker and the signal were pure tones with the
same frequency, and since the temporal smearing due to
ringing was considered to be negligible at the CFs tested, the
effects of the auditory filter were ignored for the present
purposes.

The model assumes that the detectability of the signal is
determined by the response at the place on the basilar mem-
brane with CF equal to the signal frequency. Since the early
years of research on frequency selectivity, models of mask-
ing have often made this assumption~Fletcher, 1940; Moore,
1995!, and it would seem to be a reasonable one to make in
the present case, where the spectrum of the signal is small
compared to the critical band and hence the utility of ‘‘off-
frequency listening’’~Johnson-Davies and Patterson, 1979!
is minimized. The model also assumes that threshold is de-
termined by the ratio of signal intensity to masker intensity
at some central stage in the auditory system. Again, this is an
assumption commonly used in models of masking, and is
consistent with the finding that the Weber fraction for inten-
sity discrimination is approximately constant over a wide
range of levels~Viemeister, 1988!. In terms of traditional
signal detection theory~Green and Swets, 1966!, the ap-
proach assumes that the standard deviation of the internal
representation is proportional to its mean.

A. Stage 1: The compressor

This stage simulates the nonlinear input-output function
of the basilar membrane. The most recent direct measure-
ments of basilar-membrane vibration have shown that the
response at CF can be divided into two level regions: A
roughly linear region for input levels below about 40 dB
SPL, and a compressive region for higher levels~Murugasu
and Russell, 1995; Ruggeroet al., 1997; Russell and Nilsen,
1997!. It was decided to produce a rough approximation to
the overall response function using two straight lines on
dB/dB coordinates.

FIG. 8. An illustration of the processing stages of the model described in the
text.
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In an earlier article~Oxenham and Plack, 1997! the re-
sponse of the basilar membrane was measured behaviorally
using a forward masker an octave below the signal fre-
quency. The experiment was a modification of an earlier pro-
cedure that used the growth of simultaneous masking to es-
timate basilar-membrane response functions~Nelson and
Schroder, 1997; Stelmachowiczet al., 1987; Yateset al.,
1990!. The reasoning is that the excitation produced by the
low-frequency masker should grow linearly at the CF corre-
sponding to signal frequency~Murugasu and Russell, 1995;
Yateset al., 1990!, so that the change in masker level with
signal level provides an estimate of the amount of signal
compression at CF. In other words, the plot of masker level
at threshold as a function of signal level is an estimate of the
basilar-membrane input–output function. The results ob-
tained were consistent with physiological measurements.

The mean masker levels obtained by Oxenham and
Plack at 6 kHz, for signal levels of 30–80 dB SPL, were
used to estimate the nonlinear function in the first stage of
the model. Because the 4-ms signal used in the main experi-
ment of Oxenham and Plack had a high absolute threshold,
meaningful masker thresholds could only be measured for
signals levels of 40 dB SPL and greater. Therefore, for the
purposes of the present analysis, for signal levels above 35
dB SPL the results for the 4-ms signal were used, but for the
lower signal levels of 30 and 35 dB SPL the results for a
14-ms signal were used, with the masker levels at threshold
decreased by a constant 6.56 dB. This was the mean differ-
ence between the masker levels needed to mask the 4-ms and
14-ms signals at signal levels of 40, 45, 50, 55, and 60 dB
SPL. The manipulation corrects for the greater detectability
of the longer signal.

The data were fitted with two straight lines, with the
slope of the lines and the position of the ‘‘knee’’ in the
function where the two lines meet as free parameters. The
value of these free parameters was found that minimized the
squared deviations of the experimental results from the fitted
function. It was found that the Oxenham and Plack data were
well fit by two straight lines with slopes of 0.78 and 0.16 on
dB/dB coordinates. The lines meet at a signal level of 45 dB
SPL. This value is 10 dB above the cutoff value of 35 dB
suggested by the present data from experiment 1; it was de-
cided to use the latter value here. Both values are within the
range observed physiologically.

Following this somewhat crude analysis, the compres-
sive function in the first stage of the temporal window model
is given by:

Lout50.78L in ~L in,535 dB SPL! ~1!

Lout50.16L in121.7 ~L in.35 dB SPL!, ~2!

whereL in is input level expressed in dB SPL, andLout is the
output of the compressive function expressed in dB. The
constant of 21.7 is added to Eq.~2! so thatLout is the same
for Eqs.~1! and~2! whenL in535. The output of this stage is
expressed in units of intensity. This is consistent with the
transfer function of auditory nerve fibers, for which firing
rate has been found to be linearly related to stimulus inten-
sity ~Yateset al., 1990!.

B. Stage 2: The temporal window

In the second stage the waveform is smoothed by a slid-
ing temporal integrator, or temporal window. The output of
this stage is the integrated product of the input waveform~in
units of intensity! with the temporal window, as a function of
the center time of the window.~This is equivalent to a con-
volution of the input waveform with the time-reversed tem-
poral window.! The shape of the temporal window is de-
scribed by a combination of exponential functions:

W~ t !50.975 exp~ t/4!10.025 exp~ t/29! ~3!

for times before the center of the window (t50) and

W~ t !5exp~2t/3.5! ~4!

for times after the center of the window, whereW(t) is an
intensity-weighting function andt is time measured relative
to the center~or maximum! of the weighting function~in
ms!. These equations are taken from Oxenham and Moore
~1994! with the parameters derived for listener AO.

The temporal window simulates masking by causing the
masker and the signal to effectively overlap in time. The
shape of the temporal window determines the relative thresh-
old values for different masker-signal intervals in forward
masking, and also determines the effect of increases in
masker duration.

C. Stage 3: The decision device

The decision device is particular to the task being simu-
lated. In the present case, the statistic used is simply the ratio
of the output of the window in response to the signal to the
output in response to the masker~the signal-to-masker ratio!,
referred to subsequently, in dB units, as the parameterk. The
fitting procedure described below uses an adaptive algorithm
to find the optimum value ofk as a function of the center
time of the window.kthr is the optimum value ofk at signal
threshold, and is a measure of the efficiency of the decision
mechanism.

Although it has taken a few lines to describe, the
temporal-window model is in essence an extremely simple
description of auditory processing, which ignores all the
complications and nonlinearities of neural physiology in fa-
vor of a scheme based around a simple intensity integrator. It
should be emphasized that the primary purpose of the model
described here is to provide a quantitative evaluation of the
mechanical hypothesis, and not to provide an all-
encompassing description of temporal masking. Other fac-
tors, including the temporal effects of auditory filtering and
possible ‘‘cognitive’’ influences, would have to be taken into
consideration to account for thresholds in all possible condi-
tions.

D. Implementing the model

The model was fitted to the present results in the follow-
ing way. For each condition, digital representations of the
intensity envelope of the masker and of the signal were gen-
erated. The masker level was set at the value for the particu-
lar condition but the signal level was varied by the fitting
procedure. A continuous intensity envelope was added to the
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masker to act as a ‘‘noise floor.’’ This simulates the influ-
ence of absolute threshold for the lowest masker levels. The
effect of the noise floor is relatively insignificant except for
the lowest signal levels. The level of the noise floor was
chosen so that, in the absence of the masker, the thresholds
predicted by the model were similar to the mean absolute
thresholds for the signal in quiet. The levels used for simu-
lating the results of experiment 1 were 19 dB at 2 kHz and
17 dB at 6 kHz. The levels used for simulating the results of
experiment 2 were 6 dB at 2 kHz and 15 dB at 6 kHz. The
predicted absolute thresholds at 2 and 6 kHz, respectively,
were 25.2 and 23.3 dB for the experiment 1 simulations, and
14.4 and 20.7 dB for the experiment 2 simulations.

The model was fitted to the mean data independently for
each signal frequency from each experiment. The fitting pro-
cedure predicted data values based on a given value ofkthr .
It was assumed that the temporal window was centered on
the time that produced the highest value ofk, i.e., the maxi-
mum detectability. The center time was usually on the offset
ramp of the signal. The parameterkthr was varied adaptively
to find the value~to the nearest 0.05 dB! that minimized the
sum of the squared deviations of the predicted data values
from the measured values. The signal thresholds derived
with this optimum value ofkthr were taken as the predictions
of the model.

The only free parameter in the fitting procedure itself
was the parameterkthr although clearly the knee in the com-
pressive function was also constrained by the data~to a lim-
ited extent! and the level of the noise floor was constrained
by the absolute threshold measurements. Aside from these
three, all the other parameters in the fit were taken from
independent measures of basilar-membrane nonlinearity and
of temporal resolution, selected before data collection began.

E. Evaluating the model

The thresholds predicted by the model are shown by the
dashed lines in Figs. 2, 3, 5, and 6. Consider first the fits to
the data from experiment 1~Figs. 2 and 3!. The model ac-
counts very well for the overall shape of the data at both
frequencies, although it is slightly more accurate at 2 kHz
than at 6 kHz. The only consistent deviation of the predic-
tions from the data is for the 50- and 60-dB masker levels for
a 2-ms masker-signal interval. The optimum values ofkthr at
2 and 6 kHz were20.15 and20.05 dB, respectively.

The results of experiment 2 are also reasonably well
described by the model~Figs. 5 and 6!. The model captures
the initial steep growth from absolute threshold in the 6-kHz
data, although it underestimates somewhat the signal thresh-
olds in the mid-level region for the 2-ms masker-signal in-
terval. The model also captures the steeper, more linear func-
tion at 2 kHz. This is achieved by simply using a high value
of kthr : 5.75 dB compared to 3.65 dB at 6 kHz. Whenkthr is
high, the signal threshold is increased so that the signal level
enters the compressive region at a lower masker level, lead-
ing to a more linear function overall.

When both the signal and the masker are in the linear
portion of the basilar-membrane function~levels below about
35 dB! then it might be expected that the slope of the mask-
ing function would be unity. However, both the data and the

simulations show a slope shallower then unity, albeit steeper
than at medium masker levels. The results can be explained
in terms of the proximity of absolute threshold, represented
by the noise floor in the simulation. When the signal level is
close to absolute threshold, a substantial part of the masking
is attributable to the fixed-level noise floor, so that changes
in masker level have a smaller effect on signal threshold than
would be the case if the noise floor were absent. The result is
a masking slope shallower than unity even when both masker
and signal are in the linear region of the response function.

Both the values ofkthr derived from the experiment 2
data are higher than those derived from the experiment 1
data. While it is not unreasonable to attribute this variation
solely to the different listeners used in the two experiments,
fits to the individual data of the listener~SM! who was com-
mon to both experiments revealed that this was not the case.
For these fits the noise floor was adjusted to match the lis-
tener’s absolute thresholds~see above!, but otherwise the
model was the same as that fitted to the mean data. The
resulting values ofkthr at 2 and 6 kHz were 0.05 and 0.25 dB
for experiment 1, and 5.55 and 4.20 dB for experiment 2. In
other words, the results of the fitting procedure suggest that
there was some additional performance deficit associated
with the stimulus configuration used in experiment 2. The
deficit is not simply a consequence of the longer masker
having more energy, since this should be taken into account
by the integration of the temporal window~Oxenham and
Moore, 1994!. One possibility is that the long masker used in
experiment 2 made it hard to focus attention on the subse-
quent signal. Moore and Glasberg~1982! provided evidence
that temporal uncertainty may affect thresholds in forward
masking by demonstrating that performance can be improved
by gating a ‘‘cue’’ stimulus with the masker or the signal.
Another possibility, however, is that the parameters of the
temporal window used in the model were inaccurate. To il-
lustrate this idea, the mean 2-kHz data from experiments 1
and 2 were fitted with the time constant for the skirt of the
window @the number 29 in Eq.~3!# increased by a factor of 3.
The manipulation increases the amount of energy that is in-
tegrated from the long forward masker in experiment 2. The
optimum values ofkthr in the new fits were much more simi-
lar between the two experiments~23.4 and22.1 dB, respec-
tively!, although the overall goodness of fit was worse. It is
possible that a temporal-window shape could be found that
would enable all the data to be fit reasonably well with a
single value ofkthr . The window shape used here was de-
rived using a different initial compression and this factor can
have a large effect on the estimated shape of the window.

Overall, the results appear to be broadly consistent with
the temporal-window model: The mean data can be de-
scribed using a very small number of free parameters. In all
the simulations, the same basilar-membrane function and the
same temporal-window function were used. The level of the
noise floor was determined by the absolute threshold mea-
surements. The only parameter allowed to vary between the
different frequencies and experiments was the efficiency of
the detector mechanism,kthr .

The sum-of-squared deviations of the predicted values
from the measured values was 79 dB2 for the 2-kHz data
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from experiment 1. When the slope of the compressive part
of the basilar membrane function in the model was increased
by 50% from 0.16 to 0.24 the best sum-of-squared deviations
that could be obtained for this data set increased to 390 dB2.
In other words, the predictions are highly sensitive to the
overall form of the basilar membrane function. Since the
function used in the simulations was derived from an inde-
pendent measure of basilar membrane nonlinearity~Oxen-
ham and Plack, 1997!, the analysis adds further support to
the hypothesis that the nonlinearities in forward masking are
the result of basilar-membrane nonlinearities, as opposed to
other nonlinearities in the auditory pathway.

F. Modeling results from other studies

As a final test of the general applicability of the model,
the data from three other studies of forward masking growth
using sinusoidal maskers and signals~Jesteadtet al., 1982,
Fig. 1; Kidd and Feth, 1981, Fig. 3; Moore and Glasberg,
1983, Table A1! were fit with the temporal-window model. It
was decided to only use data for signal frequencies of 2 kHz
and above, since the form of the basilar-membrane function,
which is crucial for the success of the model, is not known
for lower frequencies. In these three papers the results are
quoted in units of dB SL, i.e., level above absolute threshold.
For the present purposes the values were converted into dB
SPL by adding 15 dB, which was the mean absolute thresh-
old from experiment 2 at 2 kHz. Although the mean absolute
thresholds from the individual papers differed slightly from
this value, it was hoped that using the same mean threshold
might correct for any calibration differences between the
studies. For example, if the responses of the headphones at
high frequencies varied substantially between the different
studies then this may be reflected by differences in the abso-
lute thresholds, and hence differences in the masked thresh-
olds when expressed in dB SPL. The current approach as-
sumes that the ‘‘true’’ mean absolute threshold in each case
was the same as that measured in experiment 2 at 2 kHz. In
effect, the mean absolute thresholds are being used to cali-
brate the individual experiments.

The stimulus parameters in the three studies were fairly
similar. The signal duration was 20 ms in each case. Kidd
and Feth used a 300-ms masker and a masker-signal interval
of 10 ms. Jesteadtet al. also used a 300-ms masker and
Moore and Glasberg used a 210-ms masker. The latter two
studies used a range of masker-signal intervals.

The data were fitted using the procedure described ear-
lier, with the noise floor fixed at 6 dB~as for the 2-kHz
results from experiment 2!. A different value ofkthr was
derived for each set of data. The transformed data and the
predictions of the model are illustrated in Fig. 9. It can be
seen that the model fits the data fairly well. The biggest
discrepancy is for the data of Jesteadtet al. where the model
underestimates the threshold for the 60-dB masker with a
delay of 5 ms. It will be remembered that a similar discrep-
ancy was seen in the predictions of the results from experi-
ment 1. The model also underestimates the thresholds for the
20-dB masker for the 4-kHz data of Moore and Glasberg. It
would appear that the noise floor used by the model is too
low in this case.

The values ofkthr were 22.25 dB for the data of Kidd
and Feth,20.30 dB for the data of Jesteadtet al., and 2.70
and 2.85 dB for the 2- and 4-kHz data of Moore and Glas-
berg, respectively. Althoughkthr does vary between studies,
the variability is not great, and the values are broadly con-
sistent with those derived from the present study. There was
little variation in kthr with frequency for the data of Moore
and Glasberg.

V. GENERAL DISCUSSION

A. Previous forward-masking studies

While ~to the authors’ knowledge! the present experi-
ments are unique in terms of the stimulus configurations em-
ployed~to ensure high signal thresholds while avoiding tem-
poral overlap on the basilar membrane!, there are other
forward-masking studies that also provide support for the
hypothesis presented here. Oxenham and Plack~1997! mea-
sured forward-masking functions with a 6-kHz masker and a
very brief 6-kHz signal. Because of the large amount of
masking produced by the design, the signal level at threshold
was roughly equal to masker level. They found a nearly lin-
ear masking function at all levels, which is entirely consis-
tent with the model: When the signal and masker are at simi-
lar levels they are both compressed~or not compressed!
equally, and the masking function is linear, just as in simul-
taneous masking.

Other studies have generally measured low signal
thresholds which are not expected to lead to a dramatic
steepening in the growth function. Some of these were ex-
amined in Sec. IV F. Using noise maskers, Moore and Glas-
berg~1983! found a slight steepening in the growth function
at high masker levels. Across the different masker-signal in-
tervals they used, the steepening appears to be related to
signal level, consistent with the basilar-membrane hypoth-
esis. Similarly, the data of Jesteadtet al. ~1982!, Kidd and

FIG. 9. Mean results from three previous forward-masking studies together
with the predictions of the model described in the text.
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Feth~1981!, and Widin and Viemeister~1979! show a steep-
ening in the masking function as masker-signal delay is de-
creased and signal threshold is increased, although the short-
est masker-signal intervals used by these authors may have
resulted in a temporal overlap of the masker and signal on
the basilar membrane, particularly at low frequencies where
the temporal response of the auditory filter is longer~Kiang
et al., 1965!. Some of the results of Kidd and Feth in par-
ticular ~see Fig. 5 in their article! are similar in form to those
reported here. Other studies~Bacon and Jesteadt, 1987; Kidd
and Feth, 1982! have shown a steepening in the growth func-
tion as signal threshold is increased due to an increase in
masker duration. As described earlier, the classic data of
Munson and Gardner~1950!, with the more linear low-level
region, also offer support for the basilar-membrane account.

Finally, the fact that sensorineural hearing-impaired lis-
teners show more linear forward-masking functions~Oxen-
ham and Moore, 1995, 1997! provides quite strong evidence
that the nonlinearities in forward masking are a consequence
of healthy, nonlinear, cochlear function.

B. Is the central auditory system intensity linear?

In the present experiments and subsequent analysis it
has been shown that a simple model incorporating a com-
pressive function and an intensity integrator can account,
quantitatively, for the nonlinear growth of forward masking.
Oxenham and Moore~1994! have demonstrated that a very
similar approach can account for both the increase in signal
threshold with increasing forward-masker duration~Kidd
and Feth, 1982! and for the nonlinear additivity of forward
and backward masking~Penner, 1980!. Both of these phe-
nomena are examples of the nonlinear summation of masker
intensity over time. In contrast, hearing-impaired listeners,
who are assumed to have more linear basilar-membrane
functions, show alinear additivity of intensity in these situ-
ations~Oxenham and Moore, 1995!. Taken together, the re-
sults suggest that the principle nonlinearity in temporal
masking ~at least for the range of masker-signal intervals
studied here! is the basilar-membrane response function.
While a saturating neural nonlinearity cannot account for the
present results, it is conceivable that forward masking is due
in part to some form of linear adaptation rather than to a
persistence of activity. Unlike the temporal-window model,
however, an explanation based on adaptation cannot account
for backward masking, or for the additivity of forward and
backward masking.

The simple hypothesis described here has important con-
sequences since it implies that, after the compressive basilar
membrane, the auditory system may behaveas if it were
intensity linear with respect to temporal masking. Despite the
severe nonlinearities involved in neural transduction, synap-
tic transmission, and neural spike generation, when the audi-
tory system integrates activity over time it seems to use a
transform that is equivalent to integrating intensity. This may
prove to be a very useful property with regard to modeling
normal and impaired hearing. Furthermore, it has been
shown that auditory-nerve firing rate is proportional to
stimulus intensity after the effects of the basilar membrane

have been factored out~Yateset al., 1990!. The implication
may be that the auditory system integrates by effectively
counting neural spikes.

C. Applications of the approach

Oxenham and Plack~1997! measured the masker level
needed to forward mask a signal an octave above as a func-
tion of signal level. They argued that the function provides a
direct estimate of the CF basilar-membrane response to the
signal. In a similar way, the present experiments suggest that
the growth of on-frequency forward masking provides an
estimate of the basilar-membrane response to the masker.
The approach assumes that the basilar-membrane response
function is approximately linear at low levels, and that
threshold corresponds to a constant ‘‘internal’’ signal-to-
masker ratio. As long as the signal level is within the linear
region, then the growth of signal threshold with masker level
should be equivalent to the basilar membrane input–output
function in response to the masker. The particular stimuli
chosen by Munson and Gardner~1950! may be ideal for
these type of measurements. They used a 400-ms masker and
an 80-ms signal separated by a 20-ms silent interval. The
long masker ensured a reasonable amount of masking and
the long signal ensured a low absolute threshold and hence a
reasonable dynamic range within the low-level region. The
20-ms masker-signal interval was sufficient to avoid an over-
lap of responses on the basilar membrane. The growth of
masking they observed for a 1-kHz masker and signal for
masker levels up to about 80 dB SPL is similar to recent
physiological measurements of the basilar membrane re-
sponse at CF.

Unfortunately, the technique of using an on-frequency
forward masker requires a large dynamic range so that the
masker and the signal can be in clearly distinct regions of the
basilar-membrane function. While it may prove to be a use-
ful tool for measuring peripheral nonlinearity in normal lis-
teners, it has little application to the study of impaired hear-
ing.

VI. CONCLUSIONS

The main findings presented in this article can be sum-
marized as follows:

~1! The function relating signal threshold to forward-masker
level is shallow for signal levels below about 35 dB SPL,
but becomes steeper at higher levels. There is a highly
significant positive correlation between signal threshold
level and masking function slope, but the correlation be-
tween masker level and masking function slope is
weaker: Signal level seems to be the principle determi-
nant of masking function slope.

~2! The steepening with level and dependence of slope on
signal level are inconsistent with an explanation for the
growth of forward masking in terms of saturating neural
adaptation.

~3! The data can be described by a simple model involving a
nonlinear transfer function~representing the response
function of the basilar membrane! and a sliding intensity
integrator, or temporal window. The success of the ap-
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proach here and elsewhere suggests that the principle
nonlinearity in temporal masking may be the basilar-
membrane response function, and that subsequent to this
the auditory system behaves as if it were linear in the
intensity domain.
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Detection thresholds were measured for an antiphasic~Sp! 500-Hz tone masked by a binaural noise,
as a function of the bandwidth of the noise. Several values of interaural correlation of the masking
noise were used, ranging from21 to 11. The bandwidth dependence of the thresholds showed a
pattern consistent with a 100-Hz-wide critical band for most values of interaural correlation, even
for those values which resulted in a considerable binaural release of masking. Only when the
interaural correlation of the masking noise was very close to, or equal to, unity was the bandwidth
dependence of the thresholds in accord with an approximately 300-Hz-wide ‘‘binaural’’ critical
band measured in previous studies. Our analysis of the data calls into question the commonly stated
notion that binaural processing is characterized by a wider critical band than is monaural processing.
© 1998 Acoustical Society of America.@S0001-4966~98!00303-8#

PACS numbers: 43.66.Pn, 43.66.Dc, 43.66.Ba@DWG#

INTRODUCTION

This investigation concerns estimates of spectral resolu-
tion, or critical bandwidths, obtained in binaural psycho-
acoustical experiments. By binaural, we refer to experiments
in which interaural differences of stimuli serve as cues. Such
experiments are to be differentiated from ‘‘monaural’’ ex-
periments in which interaural differences are either absent or
uneffective. It is the case that some estimates of binaural
critical bandwidth are essentially equal to their monaural
counterparts~e.g., Hallet al., 1983; Kohlrausch, 1988; Koll-
meier and Holube, 1992!, while other estimates seem to be
distinctly larger, sometimes by a factor of 4 or so~Bourbon
and Jeffress, 1965; Bourbon, 1966; Cokely and Hall, 1991!.
In addition, estimates of binaural critical bandwidth are ex-
tremely variable and appear to depend on the particular task
or paradigm employed~e.g., Hallet al., 1983!.

An important difference between monaural and binaural
detection thresholds is how they vary as a function of band-
width of the masker. We will discuss this in terms of the
findings of Bourbon~1966!, who appears to have conducted
the first band-widening experiment utilizing monaural and
binaural processing conditions. Bourbon held the spectrum
level of the noise constant and employed 500-Hz tones as
signals. He found that the detection thresholds in the NoSp
condition increased 3 dB per doubling of bandwidth of the
diotic masker until the masker was about 400 Hz wide. For
wider bandwidths of the masker, thresholds remained essen-
tially constant as bandwidth was increased further. In con-
trast, Bourbon found that thresholds obtained in diotic
~NoSo! conditions increased at a rate of about 1.5 dB per
doubling of bandwidth and reached asymptote at a band-
width of approximately 100 Hz. The differences between the
two sets of data have led many to assume that the auditory
system has two underlying processing mechanisms, one

monaural and one binaural, each having its own spectral re-
solving power.

The purpose of this study was to examine the assump-
tion that monaural and binaural processing are mediated by
different degrees of frequency resolution. Our approach was
to obtain binaural detection data under a continuum of con-
ditions wherein, at one extreme, only binaural cues could
mediate performance while, at the other extreme, only mon-
aural cues could mediate performance. Of particular interest
was whether one critical bandwidth would be indicated from
data collected in conditions in which both types of process-
ing might be involved.

It will be seen that binaural detection data obtained
while varying the interaural correlation and the bandwidth of
masking noise do not support the assumption that there are
two independent critical bands, one underlying monaural
processing and one underlying binaural processing.

I. EXPERIMENT

A. Procedure

Detection of 500-Hz tones presented in the Sp configu-
ration was measured in the presence of Gaussian noise. The
bandwidth of the masking noise, which was centered at 500
Hz, was either 30, 100, 300, or 900 Hz. The overall level of
the noise was held constant at 75 dB SPL, independent of
bandwidth. Several interaural correlations of the masking
noise were employed for each bandwidth.1 They were 1.000,
0.998, 0.992, 0.968, 0.874, 0.498, and21.000. Values of
interaural correlations that were equally spaced on a linear
scale were avoided because such a spacing generally results
in highly nonuniform effects on detection thresholds~Robin-
son and Jeffress, 1963; Grantham and Wightman, 1979!. The
desired values of interaural correlation were realized by ap-
propriately mixing two independent binaural Gaussian noise
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stimuli, one interaurally in phase, the other interaurally out
of phase~van der Heijden and Trahiotis, 1997!.

The total duration of the signals was 280 ms~including
10-ms, cosine-squared, rise/decay times!. The signals were
temporally centered within the maskers, which had a total
duration of 300 ms, also including 10-ms, cosine-squared,
rise/decay times. All stimuli were generated digitally with a
sampling rate of 20 kHz via an array processor~Tucker-
Davis Technologies AP2!. The noises were constructed us-
ing inverse FFTs that yielded 32 768 points in the time do-
main. This yielded a 1.64-s long buffer of noise from which
samples were randomly chosen in a manner that provided
independent waveforms in each interval of the psychophysi-
cal task. A new, independent, buffer was generated for each
adaptive run. Tonal signals were generated in the time do-
main and added to noise waveforms prior to D/A conversion.
All stimuli were low-pass filtered at 8.5 kHz~TDT FLT2!
and presented via TDH-39 earphones~mounted in MX/
41-AR cushions! to listeners seated in single-walled, IAC
booths. Four young adults, three male~one being the first
author! and one female, with no evidence or history of hear-
ing loss served as listeners. All listeners received extensive
practice before the collection of data began.

The stimuli were presented in a 2-cue, 2-alternative,
forced-choice task. Each trial consisted of a warning interval
~300 ms! and four 300-ms observation intervals separated by
400 ms. Intervals were marked by a visual display on a com-
puter monitor. The first and fourth intervals contained only
the masker. The Sp signal was presented with equala priori
probability in either the second or the third interval. The
remaining interval, like the first and fourth intervals, con-
tained only the masker. Masker waveforms were randomly
chosen both within and across trials. Correct-answer feed-
back was provided after each response.

The level of the signal was adaptively varied in order to
estimate 70.7% correct~Levitt, 1971!. The initial step size of
the adaptive track was 4 dB and was reduced to 2 dB and to
1 dB after two reversals occurred at each of the former step
sizes. A run was terminated after 12 reversals using the 1-dB
step size and estimates of threshold were calculated using the
average level of the signal across the last 10 reversals. Final
thresholds were calculated by averaging four estimates of
threshold for each listener and for each stimulus condition.

The ordering of the stimulus conditions was determined
by first selecting at random one of the values for the band-
width of the masking noise. Then an estimate of threshold
was obtained after choosing randomly, without replacement,
each of the values for the interaural correlation of the mask-
ing noise. This procedure was repeated using newly obtained
random orders of presentation in order to provide the second
estimate of threshold. The final two estimates of thresholds
were obtained by visiting the original conditions in reverse
~i.e., counterbalanced! order.

B. Results and discussion

Figure 1 contains the thresholds of detection obtained as
a function of the bandwidth of the masking noise. The sym-
bols represent thresholds obtained with particular values of
interaural correlation,r, as indicated by the legend. The data

points represent means computed across the four listeners’
thresholds. The error bars indicate6 one standard error of
the mean. Note that the standard errors, and therefore differ-
ences across individuals, are very small. Therefore, only the
mean values of the thresholds will be presented and dis-
cussed.

The reader is reminded that the overall level of the
masking noise was held constant as bandwidth was increased
from 30 Hz to 900 Hz. Following Fletcher~1940!, thresholds
obtained with subcritical or critical bandwidths of the masker
are expected to be constant~independent of bandwidth!,
whereas thresholds obtained with supracritical bandwidths of
the masker are expected to fall at a rate of 3 dB/oct.

Our description of the data begins with thresholds ob-
tained whenr51 ~solid squares!. These are commonly
termed NoSp thresholds. NoSp thresholds are approxi-
mately constant for bandwidths of noise of 30, 100, and 300
Hz. The threshold obtained when the bandwidth of the noise
was 900 Hz is about 4 dB lower than the threshold obtained
when the bandwidth was 300 Hz. Taken at face value, this
decrease in thresholds indicates a binaural critical bandwidth
slightly larger than 300 Hz. This agrees with the findings of
Bourbon~1966!.

Let us now turn to the thresholds obtained whenr
521 ~solid circles!. These are commonly termed NpSp
thresholds and reflect the processing of ‘‘monaural’’ cues
because this stimulus configuration does not provide binaural
information useful for detection of the signal. Note that
thresholds are 15–20 dB higher than their NoSp counter-
parts, indicating masking level differences consistent with
those obtained in several other studies using similar stimuli
~e.g., Bourbon, 1966; Zurek and Durlach, 1987!.

Note that thresholds obtained in this NpSp condition
decreased monotonically with bandwidth and, more impor-
tantly, decreased about 9 dB as bandwidth was increased
from 100 to 900 Hz. This is what would be expected were
the size of the monaural critical bandwidth about 90–100
Hz, a value quite close to that obtained by several other
investigators~e.g., Scharf, 1970, Table I page 162!.

FIG. 1. Detection thresholds of an antiphasic 500-Hz tone as a function of
the bandwidth of the masking noise. Different curves correspond to different
values of interaural correlation of the masker as indicated in the legend. The
data points indicate mean thresholds calculated across four listeners. Error
bars indicate6 one standard error of the mean.
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The patterning of data obtained in these NpSp and
NoSp conditions is very much like the patterning of data
obtained in previous binaural detection experiments used to
infer that different critical bands mediate performance in
monaural and binaural processing modes, respectively~e.g.,
Bourbon, 1966!. It should be noted that Bourbon varied
bandwidth while maintaining a constant spectrum level of
the noise. We varied bandwidth while maintaining a constant
overall level. Consequently, the appearances of the plots in
the two studies are different even though both sets of data
support the same inferencesvis a vis the relative sizes of
putative monaural and binaural critical bands.

We now consider the data obtained with intermediate
values of interaural correlation. The reader is reminded that
the major purpose of this investigation was to determine if
the patterning of thresholds in these conditions is compatible
with the assumption that two different critical bandwidths
are involved in the detection of the Sp signals, one monaural
and one binaural.

The data displayed in Fig. 1 that were obtained with
intermediate values of correlation clearly indicate that
thresholds generally increased~i.e., MLDs decreased! as the
value ofr was decreased. We begin with thresholds obtained
whenr was either 0.97~open inverted triangles!, 0.87~solid
diamonds!, or 0.5~open squares!. Note that these conditions
all resulted in thresholds clearly and substantiallybelow
those obtained whenr equaled21, a condition devoid of
binaural cues. This means that detection for those three val-
ues ofr had to be mediated primarily, if not exclusively, by
binaural information. The patterning of the data obtained
with these three values ofr is surprising, however, because,
like the data obtained in the NpSp condition, they reflect a
small ‘‘ monaural-like,’’ critical bandwidth rather than a
large ‘‘ binaural-like’’ critical bandwidth. Thus a partitioning
of the data on the basis of whether the listeners used mon-
aural or binaural cues is not consistent with a partitioning of
the data based on whether monaural or binaural critical
bands mediate performance. In that sense, to derive monau-
ral and critical bands from the curves relating detection
threshold and bandwidth, if not entirely without merit, is
highly suspect because of inconsistencies between theoreti-
cal expectations and trends in the data.

One could argue, however, that what we have consid-
ered to be thresholds mediated by the binaural processor
could have been mediated by acombinationof monaural and
binaural processors. It was not intuitively apparent what the
patterning of the data would be if detection thresholds de-
pended on a combination of information of monaural and
binaural processors. It is possible that,under those condi-
tions, the patterning of the data, as a function of bandwidth,
could reflect an appropriate ‘‘mix’’ of monaural and binaural
critical bands that matched the data.

We felt that this possibility deserved attention and,
therefore, went through a laborious exercise to derive, math-
ematically, estimates of thresholds from that point of view.
First, we postulated that there really are separate critical
bandwidths characterizing monaural and binaural processing.
Next, from this viewpoint, we derived predictions of detec-
tion thresholds for the conditions used in our experiment.

Finally, we compared these predictions with the data.
Specifically, we assumed:~1! a ‘‘monaural’’ processor

whose outputs are not affected by binaural information
present in the stimulus and~2! a binaural processor whose
outputs are solely affected by binaural information present in
the stimulus. The only assumptions made regarding the spec-
tral resolution of the two processors are the important as-
sumption that the spectral resolution of the two processors is
independent and the trivial assumption that the input of each
processor is subject to some stage of filtering. The bandwidth
dependence of the two processors was derived from the be-
havioral data. Within our schema, the relative contribution of
the two processors to detectability will depend on the relative
impact of spectral filtering in a given task, as compared to
the impact of binaural processing in that same task.

The import of spectral resolution depends on theband-
width of the masking noise and the import of binaural infor-
mation depends on theinteraural correlationof the masking
noise. Detectability using themonauralprocessor is affected
by bandwidth and, of course, is unaffected by interaural cor-
relation of the masking noise. Detectability using thebinau-
ral processor is affected byboth bandwidth and interaural
correlation of the noise and these two factors are assumed to
produce essentially independent effects. The assumption of
independence is necessarily tied to the straightforward inter-
pretation of curves relating masker bandwidth and detection
threshold in terms of critical bands. Any interaction between
the effects of bandwidth and correlation would make such an
interpretation invalid.

Subsets of the data in Fig. 1 were used to derive how the
performances of the supposed monaural and binaural proces-
sors depend on bandwidth and interaural correlation of the
masking noise. These dependencies were then used to predict
performance for the complete set of conditions used in the
experiment. We only outline the basic ideas concerning the
derivation of the predictions here. Derivations and computa-
tional details are presented in the Appendix.

The subset of thresholds obtained whenr521 ~i.e., the
NpSp thresholds! corresponds to monaural processing only;
there is no binaural information in the stimuli. For that rea-
son, the manner in which the NpSp thresholds depend on
noise bandwidth is taken to reflect the spectral resolution of
the monaural processor. That is, the spectral resolution of the
binaural processor plays no role.

The subset of thresholds obtained whenr511 ~i.e., the
NoSp thresholds! represents the ‘‘most binaural’’ of the con-
ditions used in our experiment. The MLDs of 15–25 dB
obtained with this stimulus assure that the monaural system
played very little, or no, role in detection in these conditions.
It is therefore reasonable to interpret the bandwidth depen-
dence of the NoSp thresholds as essentially reflecting the
spectral resolution of the binaural processor. This is precisely
how similar data have traditionally been interpreted~e.g.,
Bourbon, 1966! and such an interpretation is at the heart of
this investigation.

The subset of thresholds obtained when the bandwidth
of the noise was 30 Hz was used to derive how the perfor-
mance of the binaural processor depends on the interaural
correlation of the noise. A bandwidth of 30 Hz is well below
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both monaural and binaural critical bandwidths. Conse-
quently, the spectral resolution of the two processors plays
no role in their respective performances and the spacing of
thresholds obtained with this bandwidth isolates effects of
interaural correlation on performance. Because the obtained
thresholds, by assumption, always reflect thecombinedop-
eration of the monaural and binaural processors, the exclu-
sive effects of interaural correlation on the performance of
the binaural processor were derived by eliminating the con-
tribution of the monaural processor from the data.

At this point, the individual performances of the monau-
ral and binaural processor were known as a function of the
bandwidth and the interaural correlation of the masker. This
permitted us to generate predictions of thresholds based on
the combination of information that is available from the two
processors. We assumed that information from the~indepen-
dent! monaural and binaural processors is combined opti-
mally using sums of squares ofd-primes, as explained in
detail in the Appendix.

Figure 2 shows the predictions for all the conditions
employed in our experiment. They are plotted in the same
way as the data in Fig. 1. The most striking feature in the
predictions is that the curves are parallel for values ofr
ranging from11.00 down to 0.87. Further, these predictions
all show the same dependence on bandwidth expected from
processing via a ‘‘binaural’’ critical band. The relatively uni-
form increases in predicted thresholds with decreasingr cor-
respond to losses of binaural information that occur with
decorrelation of the noise. This outcome is in accord with the
assumption that, for the binaural processor, effects due to
interaural decorrelation and bandwidth are independent. A
very different pattern of predictions was obtained whenr
50.5. Those predictions parallel the ones obtained in the
NpSp condition and, therefore, their dependence on band-
width is ‘‘monaural-like.’’ For that stimulus condition, it is
evident that the loss of binaural information was so large that
contribution from the monaural processor became signifi-
cant.

The predictions can be generally summarized as follows:
with decreasingr, thresholds are uniformly elevated with the
‘‘monaural’’ thresholds obtained in the NpSp condition act-

ing as a ‘‘ceiling.’’ In addition, as expected, those predicted
thresholds that reflect a significant contribution ofbinaural
processing~as indicated by sizeable MLDs! show a ‘‘binau-
ral’’ ~rather than a ‘‘monaural’’! bandwidth dependence.

These trends in the predictions differ greatly from the
data plotted in Fig. 1 both qualitatively and quantitatively.
For example, the predicted curves forr50.992 and r
50.97 are parallel to the curve corresponding to the NoSp
condition (r511). For the data, the curves obtained forr
50.992 andr50.97 are not at all parallel to the curves
obtained with the NoSp stimulus. That is, the data show a
clear bandwidth effect for bandwidthsmallerthan the binau-
ral critical band.

In addition, it is generally true that predicted thresholds
are higher than observed thresholds. The mismatches range
from 0.5 to 8.5 dB. Thus the overall patterning and accuracy
of the predictionsdo notsupport the hypothesis that the pat-
terning of binaural detection thresholds, as a function of in-
teraural correlation and bandwidth, stems from a combina-
tion of information from independent monaural and binaural
processors.

C. Potential explanations and thoughts concerning
the bandwidth dependence of binaural
detection thresholds

The data in Fig. 1 indicate that the bandwidth depen-
dence of the NoSp threshold differs from the bandwidth de-
pendence of thresholds obtained with the other values of
interaural correlation of the masker. It appears that, as the
interaural correlation of the masker approaches11, thresh-
olds decrease unless and until a certain ‘‘noise floor’’ of
binaural processing is reached. Such a ‘‘noise floor’’ is con-
sistent with ‘‘internal’’ or processing noise, a construct often
employed in quantitative models of binaural hearing~e.g.,
Durlach, 1963; Durlach, 1972!.

In order to account for the NoSp detection data, one can
postulate that the limiting internal or processing noise is
bandwidth dependentin such a way that broadband stimuli
are processed less accurately than narrow-band stimuli. This
effect would tend to elevate NoSp thresholds as the band-
width of the noise is increased. This elevation would be su-
perimposed on the nominal effects of increasing the band-
width of the masker leading to an overestimation of the
width of the noise that contributes to the masking of the
signal ~the critical bandwidth!.

It should also be mentioned that a bandwidth-dependent
accuracy of processing is in line with, and may help account
for, data presented by Gabriel and Colburn~1981!. Their
correlation-discrimination data indicate that sensitivity to
changes of interaural correlation, from a value of11, is
degraded for bandwidths of noise more than 100 Hz wide.
This finding has been especially puzzling because it is the
opposite of what would be expected from statistical argu-
ments concerning the effects of sample size on detectability.

We now present some speculations concerning how in-
creasing the bandwidth of our maskers, and binaural stimuli,
in general, could, effectively, reduce the accuracy of binaural
processing.

FIG. 2. Predicted thresholds of an antiphasic 500-Hz tone as a function of
the bandwidth of the masking noise. The predictions are plotted in the same
way as the data of Fig. 1.
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Increasing the bandwidth of the masker results in in-
creasing rates of change of interaural differences. To the de-
gree that additional spectral components are ‘‘passed’’ by the
monaural critical band, performance could be degraded by
limitations in the temporal resolution of the binaural proces-
sor ~i.e., binaural sluggishness, Grantham and Wightman,
1978!.

It is also the case that if there were any differences be-
tween the ‘‘auditory filters’’ of the left and right ears, then
the effective interaural correlation of the inputs would be
reduced. Even small reductions of interaural correlation re-
sult in appreciable degradation of binaural detection~Fig. 1!.
Left/right differences of auditory filters will primarily act to
degrade interaural correlation for thebroaderbands of noise
because they are more affected by auditory filtering than are
narrower bands of noise.

A third possibility is that increasing masker bandwidth
degrades performance because it leads to a reduction of the
effective level of thewhole stimulus ~signal plus noise!
through the operation of a type of gain control. It is known
that efficiency of binaural detection is poorer with relatively
low stimulus levels~e.g., McFadden, 1966; Yost, 1988!.
Consequently, a gain-control mechanism could result in
thresholds that are increasingly elevated as bandwidth of the
masker is increased. Such elevated thresholds could be mis-
taken for effects due to a broader underlying critical band-
width. A gain control that ‘‘kicks in’’ at relatively high
stimulus levels also could help explain why wider critical
bands are more often reported with higher masker levels than
with lower masker levels~Bourbon, 1966; Hallet al., 1983!.

One other factor that came to mind is ‘‘off-frequency
listening.’’ With a narrow-band noise stimulus, the informa-
tion available in neighboring channels not centered on the
signal frequency could contribute to the detection of the sig-
nal. However, broadening the noise will render this strategy
of ‘‘off-frequency listening’’ ineffective. This will happen
because the signal will be attenuated in the off-frequency
channels. Such an attenuation of the signal will result in
off-frequency channels having a decreased signal-to-noise
ratio, as compared to the signal-to-noise ratio in on-
frequency channels. This kind of application of off-
frequency listening in binaural detection is mentioned in Hall
et al. ~1983! and is the focus of ongoing investigations con-
ducted by van de Par and his colleagues~1997!.

Although off-frequency listening cannot be ruled out,
we believe that it cannot provide a satisfactory interpretation
of the trends found within our data. We cannot understand
why off-frequency listening should not play similar roles in
all of the stimulus conditions that we tested. Consequently,
off-frequency listening, in and of itself, is not able to explain
why the bandwidth dependence of NoSp thresholds differs
from the bandwidth dependence of all the other thresholds.

II. GENERAL CONCLUSION

We believe that the patterning of binaural detection data
obtained while varying both interaural correlation and band-
width of masking noise isinconsistentwith the interpretation
that separate monaural and binaural critical bands of differ-
ing size mediated performance. That belief is based on the

qualitative and quantitative arguments presented above. In
addition, our results strongly suggest that derivations ofbin-
aural critical bandwidths from traditional ‘‘band-widening’’
experiments using an NoSp stimulus configuration may be
invalid. The patterning of detection thresholds versus band-
width in the NoSp condition is distinctly different from the
patterning of detection thresholds versus bandwidth in other
conditions that produce large masking differences. In clos-
ing, we believe that this investigation has revealed inconsis-
tencies that vitiate common interpretations of binaural detec-
tion datavis a viscritical bandwidths.
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APPENDIX

In this Appendix we present the derivations of the pre-
dicted thresholds shown in Fig. 2. It is assumed that detec-
tion is accomplished by an optimal combination of informa-
tion stemming from two independent processors, one
monaural and one binaural. This implies that the squared
d-prime of the combined system,dC8 equals the sum of the
squaredd-primes of the individual~monaural and binaural!
processors,dM8 anddB8 , respectively:

dC8
25dM8

21dB8
2. ~A1!

Our task is to cast this ‘‘combination rule’’ in terms of de-
tection thresholds. In order to do that, we assume that, for
both processors,d8 is related to signal-to-noise ratio~S/N!
by a simple exponential rule~Eganet al., 1969!:

d85m~S/N!k, ~A2!

wherem is an efficiency factor. The exponent,k, describes
the rate at whichd-prime increases with signal-to-noise ratio
~for our purposes, the exponent,k, was taken to be unity
because that value well-characterized the set of psychometric
functions generated from our empirical data, across all
stimulus conditions!. Given Eq.~A2!, we define the signal
power at detection threshold,T, as that value of signal power
that corresponds to the ‘‘threshold’’ value ofd-prime. That
quantity is indicated byd08 . Using these terms, the relation
between the physical signal powerS andd8 becomes:

d85d08~S/T!k. ~A3!

Appropriate substitution of this equation into the ‘‘com-
bination rule’’ ~A1! yields a relation between the ‘‘com-
bined’’ detection threshold,TC , and the ‘‘individual’’ detec-
tion thresholdsTM and TB , which represent the detection
thresholds that would result if only the monaural or the bin-
aural processor were available, respectively. After rearrange-
ment and simplification this relation reduces to:

~1/TC!2k5~1/TM !2k1~1/TB!2k. ~A4!
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In the following, this equation is used in two ways. First
it is used to separate the individual contributions of the mon-
aural and binaural processors. For example, the data indicate
that, whenr was 0.5 and bandwidth was 30 Hz, the threshold
was 69.4 dB. The correspondingmonaural threshold~i.e.,
the NpSp threshold obtained with the same bandwidth! was
71.2 dB. These two thresholds, respectively, correspond to
the TC term ~the combined threshold! and theTM ~the mon-
aural threshold! in Eq. ~A4!. Substitution of these thresholds
~after conversion to arbitrary power units! into Eq. ~A4!
leads to the ‘‘unknown,’’TB . TB is the threshold that would
result if only the binaural processor were present. In our
example, with ar of 0.5 and bandwidth of 30 Hz, this
‘‘purely binaural’’ threshold~after conversion from power
units! turns out to be 70.6 dB. As described at the end of this
Appendix, the second way in which Eq.~A4! is used is to
obtain the combined threshold,TC , once predictions forTM

andTB have been derived.
The monaural thresholds,TM , depend only on band-

width. Their value is obtained from the ‘‘monaural’’ data
~thresholds obtained whenr521!. The binaural thresholds,
TB , as explained in the body of the paper, depend on two
parameters: bandwidth (W) and interaural correlation~r!.
Effects of these parameters are assumed to be independent:

TB~W,r!5TB~W,1!•E~r!, ~A5!

where E(r) expresses the effect of interaural correlation.
E(r) is derived from the thresholds obtained with a noise
bandwidth of 30 Hz. In order to do that, we first extracted the
exclusive contribution of the binaural processor from those
thresholds by eliminating the contribution of the monaural
processor using Eq.~A4!. Next, we substituted these ‘‘purely
binaural’’ thresholds into Eq.~A5! so as to determineE(r).
Then, havingE(r), the predictions of ‘‘purely binaural
thresholds’’ were derived for each of the other bandwidths
by substitutingE(r) and the NoSp thresholds@again ‘‘cor-
rected’’ for monaural processing by means of Eq.~A4!# into
Eq. ~A5!. The final predictions were obtained by combining
the purely binaural thresholds,TB , with the purely monaural
thresholds,TM , with the help of Eq.~A4!.

1We used values of interaural correlation, which, when transformed to the
quantity 10 log

1
2(12r), yield the numbers2`, 230, 224, 218, 212,

26, and 0, respectively. The quantity 10 log
1
2(12r) is what van der

Heijden and Trahiotis~1997! term the ‘‘power of the Np component’’ of a
masking noise of arbitrary interaural correlation. As shown in their paper,
the power of the Np component is the portion of the external noise that, in
the contex of optimal binaural processing, is internally effective in masking
an Sp signal. Note that the transformed values of interaural correlation
utilized are equally spaced and 6 log units apart~save for the interaural

correlation of11 for the NoSp stimulus that is transformed to a value of
2`!.
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A dynamic biomechanical model for neural control of speech
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A model of the midsagittal plane motion of the tongue, jaw, hyoid bone, and larynx is presented,
based on thel version of equilibrium point hypothesis. The model includes muscle properties and
realistic geometrical arrangement of muscles, modeled neural inputs and reflexes, and dynamics of
soft tissue and bony structures. The focus is on the organization of control signals underlying vocal
tract motions and on the dynamic behavior of articulators. A number of muscle synergies or ‘‘basic
motions’’ of the system are identified. In particular, it is shown that systematic sources of variation
in an x-ray data base of midsagittal vocal tract motions can be accounted for, at the muscle level,
with six independent commands, each corresponding to a direction of articulator motion. There are
two commands for the jaw~corresponding to sagittal plane jaw rotation and jaw protrusion!, one
command controlling larynx height, and three commands for the tongue~corresponding to forward
and backward motion of the tongue body, arching and flattening of the tongue dorsum, and motion
of the tongue tip!. It is suggested that all movements of the system can be approximated as linear
combinations of such basic motions. In other words, individual movements and sequences of
movements can be accounted for by a simple additive control model. The dynamics of individual
commands are also assessed. It is shown that the dynamic effects are not neglectable in speechlike
movements because of the different dynamic behaviors of soft and bony structures. ©1998
Acoustical Society of America.@S0001-4966~98!04801-2#

PACS numbers: 43.70.Aj, 43.70.Bk@AL #

INTRODUCTION

In this paper, we report on a midsagittal plane model of
the motion of the tongue, jaw, hyoid bone, and larynx. We
describe both the development of the biomechanical model
and, in the context of the model, we consider the way control
signals to muscles are organized to produce multi-articulator
motion. We consider in addition the effects of articulator
dynamics on the motions of the tongue and jaw. We will
report analyses which suggest that the control of speech
movements can be accounted for by a small set of indepen-
dent commands. We will also suggest that to understand the
control of orofacial motions, realistic physical and biome-
chanical models as well as modeled control signals are
needed. Initial versions of the jaw and hyoid model~Labois-
sière et al., 1996! and the tongue model have been reported
previously~Sanguinetiet al., 1997!.

Most modeling work to date has focused on individual
orofacial structures, and models of the face and lips~Müller
et al., 1984; Terzopoulos and Waters, 1990; Leeet al.,
1995!, tongue ~Perkell, 1974; Kiritaniet al., 1976; Hash-
imoto and Suga, 1986; Wilhelms-Tricarico, 1995; Sanguineti

et al., 1997; Payan and Perrier, 1997!, jaw ~Baragar and Os-
born, 1984; Throckmorton and Throckmorton, 1985a, 1985b;
Otten, 1987; van Eijdenet al., 1988; Laboissie`re et al.,
1996!, hyoid bone, and larynx have been proposed. The
models include graphical animations, models of muscle me-
chanical properties, and static force estimation. More com-
plete models, which include muscle properties, dynamics,
and simulated neural mechanisms have been reported~Otten,
1987; Laboissie`re et al., 1996; Sanguinetiet al., 1997; Payan
and Perrier, 1997!.

Although the majority of modeling studies deal with in-
dividual articulators, many problems in orofacial research
can only be addressed in terms of the combined action of
multiple articulators. These problems include the basis of
coordination in speech and mastication, the complexity of
interarticulator coupling at the level of the control signals,
and the determinants of interarticulator coarticulation~Ostry
et al., 1996!. The presence of vocal tract mechanical interac-
tions underscores the need for multi-articulator models. It is
essential to account for the interactions between soft tissue
and bony structures in order to have accurate prediction of
vocal tract motion~Honda et al., 1994; Sanguinetiet al.,
1997!.

The model presented here is based on thel version of
the equilibrium point hypothesis of motor control. The model

a!Mailing address: Department of Physiology, Northwestern University
Medical School, 303 East Chicago Ave., Chicago, IL 60611. Electronic
mail: sangui@parker.physio.nwu.edu
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includes muscle properties and realistic muscle geometry,
modeled neural inputs and reflexes, and articulator dynamics.
As in our jaw and hyoid simulations~Laboissière et al.,
1996! and our recent model of the tongue~Sanguinetiet al.,
1997!, we have assumed that control signals to individual
muscles are coordinated to enable the nervous system to pro-
duce a number of independent motions.

In the present paper, we consider a number of problems
relating to the identification of the control signals underlying
orofacial movements and how they are coordinated to pro-
duce multi-articulator motion. We first perform a model-
based factor analysis of the Strasbourg x-ray data base
~Bothorelet al., 1986! in order to identify the basic motions
of the system and to infer their associated commands. This
relates control in the model to empirical data, addresses the
extent to which control signals are organized in a low-
dimensional control space, and provides a basis for compari-
son with purely geometric articulatory models.

We examine the extent to which the effects of com-
mands which we derive are additive. Additivity removes the
need for context specificity in central commands. Purely geo-
metric articulatory models such as that proposed by Maeda
~1990! assume that the effect of the individual articulators on
vocal tract shape is additive. However, this may not neces-
sarily be the case given the complex mechanics of the oro-
facial system. To the extent that additivity in control signals
can be demonstrated in the present model, it suggests that the
predictions related to additivity in geometric models may
still hold.

We focus as well on the predicted dynamics of motions
associated with the individual commands. This is motivated
by the observation that speech involves relatively synchro-
nous articulator motions and therefore complex command
patterns may be necessary if the dynamics of individual ar-
ticulators differ.

I. THE MODEL

Jaw motions in the model have two degrees of
freedom—orientation in the sagittal plane and translation
along the articular surface of the temporal bone; also see
Laboissière et al. ~1996!; the hyoid has three degrees of free-
dom, horizontal and vertical position and sagittal plane ori-
entation. The larynx is modeled as a point mass with a single
degree of freedom—vertical position, which has the largest
kinematic effect. Midsagittal plane tongue movements are
modeled, as described below, using finite element techniques
~Schwarz, 1984!.

Previous studies have suggested that interactions be-
tween the individual vocal tract structures—between hard
and soft tissues~Sanguinetiet al., 1997! and between the
larynx and the tongue or the hyoid bone~Honda et al.,
1994!—are significant in determining the global mechanical
behavior of the system. For these reasons, care has been
taken in modeling the interaction between individual struc-
tures, by deriving the global equations of motion for this
system~see the Appendix!. This ensures that mechanical in-
teractions including reaction forces and velocity-dependent
forces are accounted for.

The model geometry~see Fig. 1! is that of a young fe-

male speaker, for whom an x-ray data set of midsagittal
plane vocal tract images is available~Bothorelet al., 1986!.
The modeled jaw position and orientation at occlusion were
estimated by superimposing a normative model of the jaw
~Scheidemanet al., 1980! on the x-ray data. The tongue sur-
face contour, the hyoid position and orientation, and the lar-
ynx height were likewise obtained from the x-ray data set.

A. The tongue

The tongue is the main determinant of vocal tract shape.
It has been modeled as a viscoelastic continuum whose be-
havior has been assumed, as a first approximation, to be lin-
ear and isotropic. The coefficient of elasticity, or Young’s
Modulus,E, is that of passive muscle tissue~Duck, 1990!—
E56.2 kPa. A Poisson’s ratio ofn50.49 is used~Hash-
imoto and Suga, 1986!. This approximates conservation of
volume at a microscopic level.~By microscopic level, we
mean here the limit behavior for an infinitely small discreti-
zation of the continuous tongue tissue. As our FE~finite
element! discretization is quite coarse, volume conservation
is not completely guaranteed in our model.! We assumed that
there is no deformation in the transverse direction, and that
the X and Y components of deformation only depend on
position on theXY plane~this corresponds to the hypothesis
of plane strain!.

Tongue mass has been assumed to bemt50.1 kg. Its
density has been taken to be that of muscle tissue, which is
dt51040 kg/m3 ~Duck, 1990!. This is slightly greater than
the density of water.

The interaction of the tongue and the palate has also
been accounted for. Contact forces are assumed to be elastic
~depending of the level of ‘‘penetration’’ of each node into
the palate!, and directed normally. It is thus assumed that
there is zero friction.

By applying standard finite element~FE! techniques
~Schwarz, 1984!, the tongue configuration has been approxi-
mated by a discrete mesh~Fig. 1!, whose configuration is
completely specified by the vectorx that includes theX and
Y coordinates of each of the nodes in the mesh. We used a

FIG. 1. Biomechanical model of the mid-sagittal section of the oral cavity.
Circles indicate the nodes of the tongue mesh which are fixed with respect to
either the jaw or the hyoid bone. Dots indicate the centers of mass of the
jaw, the hyoid bone, and the larynx. Dotted lines indicate the approximate
boundaries of the oral cavity. Thick lines correspond to the tongue mesh.
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638 mesh to describe the tongue, thus yielding a 96-
dimensional configuration vectorx. However, some of the
nodes are fixed with respect to either the jaw or the hyoid
bone~see the Appendix and Fig. 1 for details!.

B. Jaw, hyoid bone, and larynx

The geometrical arrangement of jaw and hyoid bone is
based on Laboissie`re et al. ~1996!. The jaw is represented as
a rigid body that can rotate about the temporomandibular
joint and translate along the articular surface of the temporal
bone. The shape of this surface has been described by a
third-order polynomial, y5a1x31a2x2 ~see Laboissie`re
et al., 1996!. Thus, if x0 is theX coordinate of the center of
rotation of the jaw, the correspondingY coordinate isy0

5y(x0). Accordingly, jaw configurationqj is a vector with
two components:x0 , and the orientation anglea j , relative
to the occlusal plane. As in Laboissie`re et al. ~1996!, jaw
mass and inertia have been estimated to bemj51 kg andI j

50.0042 kg m2.
The hyoid bone has been modeled as a free rigid body,

characterized by its position and orientation. In particular,
hyoid configuration is described by the vectorqh

5@xGh
T ah#T, wherexGh represents theX and Y coordinates

of the center of mass, andah is the orientation. Hyoid mass
has been assumed to bemh50.1 kg; its corresponding mo-
ment of inertia~relative to the center of mass! has been cal-
culated to beI h52.831025 kg m2. This value has been es-
timated by approximating the hyoid bone as a U-shaped
object of midsagittal length of 3 cm and radius 1.5 cm, with
uniformly distributed mass.

The larynx is a complex musculo-cartilagenous structure
whose main function is to control vocal fold configuration.
Only the thyroid cartilage is attached to the bony structures
of our model, namely the hyoid bone and the sternum. As we
assume that the muscles originating on these bony structures
insert on the thyroid at a single point, the larynx is modeled
as a point mass withml50.1 kg. We assume also that it can
only translate vertically, which is a good approximation for
our x-ray data. In summary, the height of the larynx is as-
sumed to correspond to the observed height of the vocal
folds as determined from the x-ray tracings~see Sec. II!.

Other degrees of freedom of the laryngeal system, re-
lated to the motion of the vocal folds and to the relative
motions of the cricoid and the thyroid cartilage, have not
been modelled. Although horizontal thyroid motion is impor-
tant acoustically~Hondaet al., 1994!, its amplitude is small.
It has been omitted since the primary focus here is on bio-
mechanics rather than acoustics.

C. Muscle properties and neural control

Thel model assumes that neural control signals produce
voluntary movement by acting on motoneurone~MN! mem-
brane potentials. The effect at the level of the muscle is to
change the threshold muscle length~l! at which a MN re-
cruitment begins~Feldmanet al., 1990!. By changing the
values ofl’s over time, the musculoskeletal system may be
caused to move to a new equilibrium position.

This mechanism is modeled by assuming that muscle
activation (A) develops in proportion to the difference be-
tweenl and a reflex component, depending on actual muscle
length (l ) and its rate of change:

A~ t !5@ l ~ t2d!2l~ t !1m l̇ ~ t2d!#1, ~1!

where@x#15max@x,0# andd is reflex delay. The parameter
m characterizes the dependence of the muscle’s threshold
length on velocity and provides damping due to propriocep-
tive feedback. Damping due to muscle intrinsic properties is
also included~see below!. For simplicity, we have assumed
that m is the same for all muscles and constant~0.07 s!. The
value form was set on the basis of simulation studies carried
out with a multi-joint arm model~Gribble et al., 1998!—the
value ofm was adjusted so that simulated joint viscosity in
statics matched empirically obtained estimates for this vari-
able ~Tsuji et al., 1995, see Gribbleet al., 1998 for details!.
We have used a reflex delay,d, of 15 ms for all muscles. The
value was based on observed delays in human jaw openers
and closer muscles~Lamarre and Lund, 1975; Ostryet al.,
1997b!.

It should be noted that the model assumes that afferent
input associated with muscle length and velocity is combined
with descending input toa MNs to yield muscle activation.
Position- and velocity-dependent afferent input in limb
muscles arises from muscle spindle receptors. However, sev-
eral orofacial muscles including the jaw opener, anterior di-
gastric, and the jaw protruder, lateral pterygoid, have few if
any muscle spindles. We have nevertheless recently demon-
strated both phasic and tonic stretch reflexes in human jaw
opener muscles~Ostry et al., 1997!. This suggests that these
reflexes are not necessarily mediated exclusively by muscle
spindle afferents. In tongue muscles, stretch responses have
also been reported~see Sanguinetiet al., 1997 for review!.

Increases in muscle activation due to changes inl are
associated with MN recruitment and increases in firing rate
and muscle force. Active force,M , has been modeled as an
exponential function of the form

M5r@exp~cA!21#, ~2!

which has been suggested by the experimental studies of
Feldman and Orlovsky~1972! and accounts for both the in-
trinsic and reflex components of active force. The parameter
r is assumed to vary with muscle force generating ability,
and may be estimated from each muscle’s maximum force
capability. In particular, a value ofr equal to 25% of maxi-
mum muscle force has been found~see Gribbleet al., 1997
for details! to be consistent with the static stiffness observed
in the human arm. Herec is a form parameter, related to the
MN recruitment gradient, and is assumed to be equal for all
muscles~see Laboissie`re et al., 1996!. The exponential rela-
tionship between force and muscle length is consistent with
the size principle~Hennemanet al., 1965!, that is, as the
difference between the actual and threshold muscle length
increases, progressively larger motor units are recruited and
larger increments in force are obtained.

We also included in the model~see Fig. 2 for a sche-
matic diagram! the dependence of muscle force on muscle
lengthening or shortening velocity~Joyce and Rack, 1969!,
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the graded development of force over time~Huxley, 1957!,
and the passive elastic stiffness of muscle~Feldman and Or-
lovsky, 1972!; see Laboissie`re et al. ~1996! for details. The
force–velocity relation was modeled with a sigmoidal func-
tion ~Laboissière et al., 1996! which was obtained by fitting
data for cat soleus muscle. Separate parameter estimates
were obtained for tongue muscles and for other orofacial
muscles. The parameters were selected to match empirically
reported force-velocity functions for fast~tibialis! and slow
~soleus! muscle, respectively~Wells, 1965!. The gradual de-
velopment of muscle force was modeled using a second-
order low pass filtering of active muscle force,M . The filter
was critically damped and had a time constant of 15 ms
which led to an asymptotic response to a step input in about
90 ms~Miller, 1991!. Passive muscle stiffness was assumed
to vary with physiological cross-section area.

D. The muscle system

The muscles of the oral cavity have a complex geometri-
cal arrangement. The individual fibers within a muscle may
have very different lines of action and their paths may be
curved. Thus, the directions of muscle action may not be
simply approximated as a straight line.

In the present model, we have assumed that some
muscles are made of a discrete number of ‘‘macro-fibers’’
that are formed by division of a distributed muscle into a
number of spatially segregated compartments. The number
of compartments used for each muscle depends upon the
shape of the muscle and in particular upon its directions of
action. The geometric arrangement of each macro-fiber is
approximated by a series of line segments that connect the
nodes of the tongue mesh or connect the tongue mesh to
specific points on the bony structures. Each macro-fiber is
treated as a single entity. Its length and velocity are defined
as the sum of the lengths and velocities of the individual
segments.

The geometrical arrangement of modeled muscles is
based on anatomical descriptions~Miyawaki, 1974; Dickson
and Maue-Dickson, 1982; McDevitt, 1989! and on previous
modeling work ~Laboisse`re et al., 1996; Sanguinetiet al.,
1997!. In the tongue model, we have included three extrinsic
muscles, genioglossus~GG!, hyoglossus~HG!, and styloglo-
ssus~SG!, and three intrinsic muscles, superior longitudinalis
~SL!, inferior longitudinalis ~IL !, and verticalis ~VE!.
Muscles acting on the jaw include a jaw opener~OP!, which
models the effects of geniohyoid and the anterior belly of
digastric, a jaw closer~CL!, which represents the effects of
the masseter and medial pterygoid, anterior and posterior
temporalis~AT and PT!, and superior and inferior lateral

pterygoid ~SP and IP!. The mylohyoid~MH! originates on
the jaw and inserts onto the tendinous median raphe´ and on
the hyoid bone. In the present model, we focused on its role
in forming the tongue floor, and accordingly its attachments
to the hyoid bone are not included. However, its effect on the
hyoid bone is taken into account by the finite element mod-
eling of the tongue floor. In other words, despite the fact that
no connection is explicitly modeled between MH and the
hyoid, the model accounts correctly for the effect of MH
contraction, i.e., raising and protrusion of the hyoid bone.

Additional muscles that act on the hyoid bone and lar-
ynx include a hyoid retractor~RE!, which models the effects
of the posterior belly of digastric and the stylohyoid, the
thyrohyoid~TH!, the sternohyoid~SH!, and the sternothyroid
~ST!. It should be noted that by modeling the larynx as a
point mass, the attachments of muscles to the larynx had to
be restricted to this point. This results in some inaccuracy in
the lines of action of TH and ST. The musculo-skeletal ge-
ometry of the model is depicted in Figs. 3 and 4.

Individual l’s are associated with each muscle and each
macro-fiber in the model. The latter point requires comment.
Relatively little is known about the neural organization of

FIG. 2. Block diagram of the muscle model~see text for details!.

FIG. 3. The geometric arrangement of tongue muscles. Top, from left to
right: genioglossus~GG, 5 macro-fibers!; hyoglossus~HG, 3 macro-fibers!;
styloglossus~SG, 2 macro-fibers!. Bottom: mylohyoid ~MH, 4 macro-
fibers!, superior~SL, 6 macro-fibers! and inferior~IL, 2 macro-fibers! lon-
gitudinalis, verticalis~VE, 3 macro-fibers!. Thick lines represent the macro-
fibers that were used to model each muscle.

FIG. 4. The geometric arrangement of jaw, hyoid, and laryngeal muscles.
Left: opener~OP, 2 macro-fibers! and retractor~RE!. Middle: closer~CL!,
anterior~AT!, and posterior~PT! temporalis, superior~SP! and inferior~IP!
pterygoid. Right: thyrohyoid~TH!, sternohyoid~SH!, and sternothyroid
~ST!. Thick lines represent the macro-fibers that were used to model each
muscle.
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control signals in distributed muscle structures such as the
tongue. There is some evidence in the context of empirical
electromyographic data of functional partitioning of the ge-
nioglossus muscle~Baer et al., 1988! and some suggestion
that the superior longitudinalis may not behave as a single
muscle ~Dickson and Maue-Dickson, 1982!. However, our
decision, in the present context to associate a separatel with
each macro-fiber, arises as a compromise. Since the dimen-
sionality of control to individual muscles is essentially un-
known, by providing individuall’s to each macro-fiber we
are able to analyze the dimensionality of control on the basis
of the patterns of covariation ofl’s which arise in fitting the
tongue model to the x-ray data base~see Sec. II for details!.

The maximum forces for tongue muscles,f m
max, have

been determined from estimates of their cross-sectional areas
on the basis of anatomic atlases~see Sanguinetiet al., 1997
for details!, and by assuming a maximum specific tension of
22 N/mm2, reported in Wilhelms-Tricarico~1995! for the ge-
niohyoid muscle. In the case of jaw and hyoid muscles, the
values of maximum force and passive stiffness,Kp , reported
by Laboissie`re et al. ~1996! were used~see Table I!.

E. Organization of control signals

A number of additional assumptions may be made con-
cerning the organization of control signals to individual
muscles. Thel model proposes that central control variables
can be interpreted as geometric quantities, namely, threshold
muscle lengths. In the case of multiple muscle systems, be-
cause of their springlike behavior, the set ofl’s associated
with individual muscles~or muscle compartments! specify
an equilibrium configuration for the system. This does not
mean that the individuall’s are independently controlled.
Indeed, control is presumably organized into a relatively
small number of different combinations ofl changes, which
we will refer to as ‘‘commands.’’ Commands in effect define
muscle synergies that correspond to elementary or primitive
motor behaviors. All possible movements may result from
the combination of these basic motions.

How can such muscle synergies or basic motions be
identified for the jaw–hyoid–tongue–larynx system? A first
possible criterion is that of independent motions. In the case
of jaw motion, the observation of a variety of different pat-
terns of coordination between jaw protrusion and rotation
has suggested~Ostry and Munhall, 1994! that in speech its
mechanical degrees of freedom can be controlled indepen-
dently. Moreover, the data of Westbury~1988! suggest that
the observed patterns of motion of the hyoid bone are largely
uncorrelated with jaw movements. On the other hand, simu-
lation studies~Hondaet al., 1994! have demonstrated a close
mechanical coupling between the hyoid bone, the larynx and
the tongue. These findings suggest that, although the hyoid–
larynx system and the jaw are not mechanically independent,
these structures are controlled by different muscle synergies.

A second criterion is that of independent muscle groups.
Öhman ~1967! and Perkell~1969! have suggested that the
tongue system consists of a number of separately controlled
muscle groups. In particular, it appears that the tongue tip
can move independently of the tongue body. However, un-
like jaw movements, there is noa priori basis for the iden-
tification of functional degrees of freedom of tongue motions
~Maeda, 1990; Sanguinetiet al., 1997!.

Our approach to this identification problem is essentially
data driven, as will be described in Sec. II. Central com-
mands~i.e., synergies of musclel’s! are inferred from an
empirical data set using a numerical optimization technique
and a factor analysis. The obtained results reflect the vari-
ability of vocal tract configurations present in the corpus.

II. RESULTS

In this section, we focus on the organization of control
and its relation to the mechanical properties of the system
and the anatomical arrangement of muscles. In Sec. II A, we
identify the basic motions of the system and their associated
commands. In Sec. II B, we examine the related issue of
whether the individual compartments of the spatially distrib-
uted muscles of the tongue are independently controlled. In

TABLE I. The estimated muscle parameters.

Muscle CSA (mm2) f m
max ~N! r ~N! Kp ~N/m!

Genioglossus~GG! 309 67.8 13.6 0
Hyoglossus~HG! 296 65.1 13.0 0
Styloglossus~SG! 110 24.2 4.84 0
Mylohyoid ~MH! 186 40.9 8.18 32.2

Superior longitudinalis~SL! 65 14.3 2.86 0
Inferior longitudinalis~IL ! 88 19.4 3.88 0
Verticalis ~VE! 66 14.5 2.90 0

Jaw opener~OP! 115 23.0 34.7
Jaw closer~CL! 639 128 192
Retractor~RE! 86.3 17.6 23.1
Superior pterygoid~SP! 126 25.2 38.0
Inferior pterygoid~IP! 252 50.4 76.0
Anterior temporalis~AT! 362 72.6 109
Posterior temporalis~PT! 197 39.4 59.4

Thyrohyoid ~TH! 28.7 5.74 8.65
Sternohyoid~SH! 28.7 5.74 8.65
Sternothyroid~ST! 28.7 5.74 8.65
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Sec. II C, we explore the extent to which summation applies
to the system’s basic motions. Finally, in Sec. II D we
present simulations of the dynamic behavior of the system in
response to simple rhythmic commands that act on indi-
vidual articulators. These results provide initial predictions
concerning the dynamic behavior of the tongue/jaw system.

A. Determination of independent commands

Based on empirical evidence which shows that the be-
havior of orofacial structures may each be characterized by a
small number of independent motions~see Sec. II E!, we
have used the Strasbourg x-ray data set~Bothorel et al.,
1986! in conjunction with our model to identify these basic
motions, and to infer the mapping between their associated
commands and the control signals to individual muscles.

Consistent with experimental evidence and with related
simulation studies~Laboissièreet al., 1996; Sanguinetiet al.,
1997!, each of these motions can be represented as a differ-
ent combination of changes to musclel’s. One combination
of l’s results in an increase of the global stiffness of the
system, without accompanying motion.

We will show that systematic sources of variation in the
x-ray data can be accounted for with six independent com-
mands, each corresponding to a direction of articulator mo-
tion, or more specifically, to a linear combination of control
signals to individual muscles~l’s!. There are two commands
for the jaw corresponding to sagittal plane jaw rotation and
jaw protrusion, one command controlling larynx height, and
three commands for the tongue corresponding to forward and
backward motion of the tongue body, arching and flattening
of the tongue dorsum, and motion of the tongue tip.

The Strasbourg data base consists of 519 frames of mid-
sagittal plane x-ray images of a single female speaker~sub-
ject number 3, PB! during the continuous production of ten
short sentences, pronounced in a normal-to-fast rate. The
sentences were chosen to be representative of the phonetic
variation of French. The sampling frequency for x-ray im-
ages is 50 Hz. The midsagittal tongue contours and those of
the bony structures were estimated by hand tracing from the
x-ray lateral views.

For each x-ray image, we ran a constrained optimization
procedure, in order to determine the set of individual muscle
l’s and the corresponding model configuration. The con-
straints were the requirements that the system be in mechani-
cal equilibrium, and that the nodes on the upper side of the
tongue mesh lay on the empirically observed tongue contour.
The observed positions and orientations of jaw, hyoid, and
larynx were also extracted from the x-ray image, thus deter-
mining the positions of the associated model articulators.
The criterion to be minimized was the level of cocontraction,
which was defined as the squared distance between actual
muscle lengths andl’s:

C~Q,l!5@ l~Q!2l#T
•@ l~Q!2l#, ~3!

whereQ is the system configuration~see the Appendix!. The
quantitiesl~Q! andl are, respectively, the vectors of lengths
and l’s for each of the muscles and macro-fibers in the
model.

The procedure resulted in a set ofl’s that can be inter-
preted as the representation, in the space of muscle control
signals, of the variety of configurations that the system can
assume during speech movements.

Commands associated with the motion of individual ar-
ticulators were derived from the above set of musclel’s by
means of a two-step factor analysis@see Maeda~1990! for a
similar approach#. First, the contributions of jaw rotation,
jaw protrusion, and larynx elevation to musclel’s were de-
rived by linear regression. This step was motivated by em-
pirical observations which suggest that the nervous system
controls jaw and larynx motion in terms of their mechanical
degrees of freedom~Ostry and Munhall, 1994; Laboissie`re
et al., 1996!. In total, 15.8% of variance in the set of muscle
l’s ~derived from the x-ray data base! was attributable to the
motion of the jaw and larynx.

The contributions of tongue motion to musclel’s were
derived by carrying out a principal components analysis in
the subspace of musclel’s that were not correlated with jaw
and larynx motions. In fact, principal components inl space
define a number of muscle groups that act independently and
have orthogonal directions of action~Sanguineti et al.,
1997!. This is a property of the geometric arrangement of
tongue muscles that is implied in the conjecture~Öhman,
1967; Perkell, 1969! that tongue motions are determined by a
small number of independently controlled components, or
articulators.

Each of the factors or regression coefficients described
above is a vector specifying a direction of change inl space.
The application of the vector corresponds to a shift of the
equilibrium configuration of the system. Movements of dif-
ferent amplitude can be obtained by varying the magnitude
of the vector. This vector thus defines a ‘‘command’’ for the
system.

The factor analysis led to the identification of three com-
mands for tongue motion: tongue dorsum arching/flattening,
tongue tip raising/lowering, and tongue body front/back. The
tongue movement commands accounted for 40.5% of the
total variance in the set of musclel’s derived from the x-ray
data. Note that while the tongue, jaw, and laryngeal com-
mands taken together account for only 57% of the total vari-
ance inl space, the residual factors have almost no observ-
able effects on the posture or configuration of the system.

In addition to the commands which result in tongue, jaw,
and larynx motion, a command controlling the global level
of muscle cocontraction could be defined. The cocontraction
command was determined by finding, in the space of the
residual factors~the factors not already included in the set of
jaw, tongue, and larynx commands!, a direction ofl change
which resulted in an increase in force in each of the modeled
muscles. By changing the magnitude of the cocontraction
command, global stiffness may be increased without move-
ment.

Figure 5 shows the effects of the above commands. Each
panel shows three tracings corresponding to the effects of a
single command on the configuration of the system. All pan-
els show a neutral configuration~corresponding to the statis-
tical mean of alll’s! plus two additional tracings represent-
ing 64 times the standard deviation of the factor associated
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with that command. These outer tracings are the extreme
positions for each command.

The top two panels of Fig. 5 show the results of the jaw
commands. The protrusion command produces, in addition
to jaw protrusion and retraction, small but noticeable
changes in tongue elevation~in particular during retraction!
but little movement of the hyoid bone. The command for jaw
rotation affects both jaw orientation and tongue position.
Both lowering and raising appear to have an active effect on
tongue postures. In both cases greater movements of the
tongue blade are observed than would be expected if the
tongue simply moved passively with the jaw. Such a syner-
gistic action of jaw and tongue—when the jaw opens, the
tongue is actively lowered—can be observed in this particu-
lar x-ray data set, and is therefore reflected in our factor
analysis.

The middle panel of Fig. 5~left-hand side! shows the
effect of the larynx height command. Changes in larynx
height are observed to affect hyoid vertical position but have
little effect on hyoid orientation or upon the positions of the
jaw and tongue.

The three tongue commands affect the tongue and hyoid,
and, in one case, the elevation of the larynx. The tongue
dorsum command produces arching and flattening of the
tongue, the tongue tip commands produce raising and lower-
ing of the tip with almost no effect on the posterior profile of
the tongue, and the tongue body command advances and
retracts the tongue.

It should be noted that the set of the commands derived

in this fashion are primarily dependent upon the geometrical
arrangement of muscles and not upon the cost function used
to do the optimization. This was shown by repeating the
procedure using a different cost function. One cost function,
shown in Eq.~3!, determines the set ofl’s which minimize
the average squared distances between actual muscle lengths
andl’s. A second cost function determinesl’s which mini-
mize the average squared muscle force~normalized for
muscle cross-sectional area!. While both cost functions can
be interpreted as measures of cocontraction, they are not lin-
early related and therefore they should yield different values
of the optimall’s.

Differences between the resulting commands and their
effects were assessed quantitatively by computing the angles
between each of the six tongue, jaw, and larynx commands,
obtained by using the two different cost functions. The
angles ranged from 14 to 42 deg, with an average 29.5 deg
~in the space ofl changes!. Moreover, the commands de-
rived with the second cost function resulted in vocal tract
configurations that were comparable to those shown in Fig.
5. This was assessed quantitatively in terms of the positions
of three selected nodes on the tongue surface, namely~from
anterior to posterior! tongue tip~TT!, tongue blade~TB!, and
tongue dorsum~TD! ~see also Sec. II C!. The directions of
motion of these points as a result of the application of each
of the commands~ranging from24 to 4 as in Fig. 5! were
compared for the two different cost functions. The average
angle between the directions of motion was found to be 18
deg.

In summary, the musclel’s for tongue, jaw, hyoid, and
larynx muscles were derived by fitting the model to the
Strasbourg x-ray data base. Commands corresponding to ba-
sic motions of the tongue, jaw, and larynx were obtained
using factor analysis. The commands are associated with
maximally independent sources ofl variation and may be
interpreted as corresponding to the muscle synergies which
underlie motions of this system.

B. Functional independence of muscle compartments

No direct empirical evidence exists on which to identify
the organization of control signals to spatially distributed
muscles. In the present section, we attempt to infer this or-
ganization in the context of the tongue on the basis of pattern
of variation of tongue musclel’s.

The spatially distributed nature of tongue muscles was
represented by a number of macro-fibers which were treated
as if they were independently controlled. This leads to an
increase in the number of degrees of freedom of the tongue.
However, systematic patterns of correlation were found
among the set ofl’s for the macro-fibers associated with
individual muscles. To assess the dependence among thel’s
of the macro-fibers of each muscle, we carried out, for each
muscle separately, a principal components analysis on the set
of l’s associated with all macro-fibers for that muscle~for
the entire data set!. Figure 6 gives the cumulated proportion
of variance accounted for by the principal components of
each muscle. The figure shows that 75% or more of the vari-
ance inl’s in extrinsic tongue muscles can be accounted for
by two factors for genioglossus, one each for styloglossus

FIG. 5. Effect of individual commands on vocal tract configuration. Top,
from left to right: jaw protrusion, jaw rotation. Middle: larynx height,
tongue dorsum. Bottom: tongue tip, tongue body. Arrows indicate the mo-
tion of each structure; arrow lengths reflect actual movement magnitude.
The penetration of the palate in the lower right-hand panel is a consequence
of modeling contacts with elastic forces.
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and hyoglossus and two for mylohyoid. For the intrinsic
tongue muscles, two factors are required for verticalis and
inferior longitudinalis and three for superior longitudinalis.
One factor is sufficient to account for control signals to the
jaw opener muscles~anterior digastric and geniohyoid!.
Thus, the analysis suggests that control signals to the spa-
tially distributed fibers which comprise each of the muscles
of the tongue may themselves be grouped into a small num-
ber of independent commands.

C. Additivity of commands

Articulatory models sometimes assume that the effects
of commands are additive~for example, Maeda, 1990!. How-
ever, it is unclear whether this assumption holds in systems
that have complex geometry and mechanics.

In the case of the present model, predicted changes to
articulator positions resulting from the commands derived
above were found to be largely independent of the initial
vocal tract configuration. That is, when a given command
was applied at different initial vocal tract configurations,
similar changes in configuration were produced.

System behavior was characterized in terms of the posi-
tions of three selected nodes on the tongue surface, namely
tongue tip ~TT!, tongue blade~TB!, and tongue dorsum
~TD!, and of the tip of the mandibular incisor~MN!.
Changes of their positions were assessed as a result of the
application of each of the commands. The procedure was
repeated for a wide range of initial vocal tract configurations.

Figure 7 shows, for each command, the displacement of
nodes as arrows connecting the initial to final positions. In
some cases, the arrows overlap and thus the number of lines
may appear to differ.

The top two panels show the jaw protrusion and jaw
rotation commands, the middle panels are for larynx height
and for the tongue dorsum command, and the bottom panels
give the tongue tip and tongue body commands. The critical
aspect of each figure is the behavior of the node most closely
associated with a particular command. Hence, with the ex-
ception of the larynx command which results in little move-
ment of the tongue and jaw, each of the other commands
produces movements of its associated node that change little
in direction as a result of changes in the configuration of the
tongue and jaw.

We have assessed the extent to which the individual
commands~except for the larynx command! produce move-
ments of comparable direction in their associated nodes~MN
for jaw commands, TD for tongue dorsum, TT for tongue tip,
TB for tongue body! when initiated from different vocal tract
configurations. For each of the tongue and jaw commands,
the standard deviation of the direction of node movements,
shown in Fig. 7, was computed about their respective popu-
lation means. The resulting standard deviations of command
directions with changes in vocal tract configuration were
protrusion command, 3 deg, jaw rotation command 0.8 deg,
tongue dorsum command, 6.5 deg, tongue tip command, 1.9
deg, and tongue body command 3.8 deg.

These findings are consistent with the idea that the ef-
fects of different commands are additive, in terms of posi-
tioning of points on the tongue surface inside the oral cavity.
Since a given command has essentially the same effect in
terms of postural change for any workspace configuration,
this means that a postural change which results from a com-
bination of the above commands can be interpreted as the
combination of the changes elicited by the individual com-
mands.

FIG. 6. Cumulative percentage of variance accounted for by the principal
components associated with the macro-fibers of each tongue muscle~75% of
total variance is shown with solid lines!. See text for muscle labels.

FIG. 7. Effect of each individual command in different initial configura-
tions. Top, from left to right: jaw protrusion, jaw rotation. Middle: larynx
height, tongue dorsum. Bottom: tongue tip, tongue body. In each panel, the
displacement of selected nodes~from left to right, MN, TT, TB, and TD! is
represented by arrows connecting their initial and final positions.
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D. Dynamics of articulators

Aspects of the dynamic behavior of the system have
been assessed by examining simulated movements which re-
sult from simple periodic commands. Simulations were car-
ried out for each of the jaw, larynx, and tongue commands
individually. The tests used cyclic~stepwise linear! control
signals at different frequencies~namely, 1, 3, and 5 Hz! and,
to test system nonlinearity, at different amplitudes~two and
three times the standard deviation; see Fig. 5!. The simula-
tions were repeated at different levels of cocontraction: 0%,
i.e., no cocontraction, and 25%~a level of 100% correspond-
ing to the situation in which at least one of the muscles has
reached its maximum force capability!. The above com-
mands and levels of cocontraction are assumed to be repre-
sentative of the working conditions of the system during
speech.

System behavior was characterized in terms of the time-
varying trajectories of MN, TT, TB, and TD. For both theX
and Y coordinates of these nodes, we estimated amplitude
and phase lag of the fundamental Fourier component~corre-
sponding to the frequency of the command!; see Fig. 8. In
the case of jaw rotation and protrusion, tongue motion can be
decomposed into a ‘‘passive’’ component due to jaw move-
ment, and an ‘‘active’’ tongue deformation. In this situation,
the estimation procedure was carried out for tongue move-
ments relative to the jaw.

This procedure allows us not only to assess the general
dynamic behavior of the system, but also to identify differ-
ences in the dynamics of individual structures~e.g., jaw and
tongue, i.e., bony and soft structures!, and also of different
portions of the tongue. It may be predicted, for instance, that
the tongue can move faster than the jaw due to its smaller
mass, and also to the larger proportions of ‘‘fast’’ fiber types
that are found in tongue muscles. Figure 9 summarizes the
phenomena observed in the simulations, averaged across
command amplitudes and levels of cocontraction. As ex-
pected, in jaw rotation movements the vertical motion of MN
displays a phase lag that is much larger than that observed in
tongue nodes; see Fig. 9~top!.

The vertical motion of tongue nodes results from the
combined effect of a ‘‘slow’’ component, due to jaw rota-
tion, and a ‘‘fast’’ component, due to active tongue lowering.
The relative contributions of these ‘‘slow’’ and ‘‘fast’’ com-

ponents to the overall tongue motion can be assessed by
estimating the motion of each tongue node with respect to
the jaw, and its corresponding phase lag. The phase lag of
this ‘‘fast’’ component of tongue motion is comparable to
those observed in pure tongue movements.

The simulations also show that, regardless of the par-
ticular command, horizontal tongue movements tend to be
faster than the vertical ones. This effect can be observed in
Fig. 9 ~bottom!, which shows movements resulting from the
tongue body command. The pattern observed here may be
due to mechanics of muscular hydrostats, for which move-
ments along the main dimension~the long axis! are larger
and faster than the transverse ones~Chiel et al., 1992!.
Changes in the level of cocontraction result in small but
observable modifications of the phase lags of the observed
movements. Figure 10 shows this effect in the typical case of
jaw rotation. In particular, it can be observed that increases
in the level of cocontraction result in a smaller phase lag,
thus suggesting a decrease in the apparent ‘‘damping’’ of the
system. This is consistent with the notion that cocontraction
controls the stiffness of the entire system.

III. DISCUSSION

We have presented a physiological model of the motions
of the tongue, jaw, larynx, and hyoid bone, based on thel
version of the equilibrium point hypothesis.

FIG. 8. The phase lag of the fundamental Fourier component of the re-
sponse with respect to the control signal.

FIG. 9. Averaged phase lags observed in motions of jaw and tongue nodes,
during jaw rotation~top! and tongue body~bottom! movements. Continuous
lines represent absolute motions, dashed lines~top panel! indicate motion of
tongue nodes relative to the jaw. Error bars reflect variability across com-
mand amplitudes and levels of cocontraction. The three families of lines
correspond to the three different command frequencies; from top to bottom,
1, 3, and 5 Hz.
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Using empirical x-ray data in conjunction with the
model, we have shown that the motions of these articulators
can be accounted for by a small number of independent com-
mands inl space. For the jaw and larynx, we identified
commands that are related to the mechanical degrees of free-
dom of these articulators. For the tongue, the commands cor-
respond to different combinations of control signals to indi-
vidual muscles which produce maximally independent
motions. We have shown that these commands have essen-
tially similar effects regardless of the vocal tract configura-
tion and therefore any movement can be expressed as the
composition of such independent commands or basic mo-
tions.

The idea that control is organized in terms of coordi-
nated commands or muscle synergies derives in part from
observations that, in the jaw, independent motions may be
produced in the jaw’s mechanical degrees of freedom~Ostry
and Munhall, 1994; Ostryet al., 1997a!. Data on tongue mo-
tions are also consistent with the idea that muscles act syn-
ergistically to produce the basic or elementary vocal tract
motions. Öhman ~1967!, for example, suggested that there
was independent motion of different parts of the tongue de-
pending on phonetic context. Harshmanet al. ~1977! and
Maeda ~1990! have shown that tongue shapes and tongue
motions can be partitioned into statistically independent
components.

Accordingly, in the context of the model, we explored a
hypothesis of organization of control signals that is based on
the following assumptions:~i! for the jaw, rotation and
protrusion/retraction movements are separately controlled;
~ii ! vertical motions of the larynx–hyoid complex can be
carried out independently of jaw movements;~iii ! the tongue
can move independently of the bony parts; and~iv! the basic
motions of the tongue reflect the geometric arrangement of
tongue muscles.

In particular, consistent with related approaches~Maeda,
1990!, we have found that tongue movements can be ac-
counted for by three independent commands. While the ef-
fects of the commands are similar to those reported by

Maeda and Honda~1994!, the effects arise in different ways.
Whereas in previous work functional subdivisions in tongue
motion have been associated with disjoint subsets of tongue
muscles~Maeda and Honda, 1994; Perkell, 1969!, in the
present model, the control signals to all tongue muscles con-
tribute to the production of each of the basic motions~also
see Smith, 1992!.

Moreover, consistent with previous findings, our corre-
lation analyses suggest that the tongue muscles which con-
tribute to these synergies may not act as unitary structures.
Thus, we have been able to observe a functional subdivision,
based on groupings ofl change, of genioglossus and mylo-
hoid, each of which contributes to tongue movements in two
different ways. It should be noted, however, that the subdi-
visions observed in the pattern of control signals to tongue
muscles does not appear to have direct parallels to anatomi-
cal subdivisions~see, for example, Baeret al., 1988!.

A particularly interesting and indeed somewhat surpris-
ing finding was that individual tongue and jaw command
changes result in similar changes in tongue and jaw position
regardless of the initial configuration of the system. The re-
sult is surprising since with changes to vocal tract configu-
rations, the distribution of forces associated with commands
defined in terms ofl shifts might have varied considerably
and led to significant variation in the resulting movements.
The observed invariance in the effects of these commands
presumably occurs as a result of compensations which arise
at the geometrical level. A consequence of invariance is that
it permits an exceedingly simple organization of commands
~namely, an additive model! in which computations are un-
needed to account for changes in workspace geometry~La-
boissière et al., 1996; Ostryet al., 1996!.

Few models of orofacial motion have explicitly included
dynamics—see Laboissie`re et al. ~1996! for the jaw–hyoid
system, and Wilhelms-Tricarico~1995! and Payan and Per-
rier ~1997! for the tongue. Those which have assume that the
individual structures are mechanically independent. In the
present paper, we show that consideration of the dynamic
interaction of vocal tract bony and soft structures is needed
to correctly account for orofacial dynamics. Failure to ac-
count for these structures results in a model which does not
account for forces acting on the tongue and as a result leads
to incorrect predictions of tongue movements and achieved
tongue positions in behaviors such as speech. Thus, the jaw
is not simply a moving frame of reference for the tongue but
jaw motion imparts force to the tongue which changes its
shape. In the case of the larynx, changes in tongue shape
have been shown to be capable of producing changes in pitch
due to the mechanical coupling of the tongue and the larynx
~Hondaet al., 1994!.

The ‘‘simplicity’’ of the central commands that the ner-
vous system must provide is a major problem in understand-
ing how speech production is planned. In the case of human
arm movements, it has been suggested~Gribbleet al., 1997!
that muscle viscoelastic properties and the peripheral neural
circuitry have a built-in capability to ‘‘compensate’’ for dy-
namic effects such as inertia and Coriolis/centrifugal forces,
a feature that is captured by thel model. Such a compensa-
tory ability of muscles and reflexes suggests that the nervous

FIG. 10. Effect of cocontraction on vertical motion of mandibular incisor
and tongue tip, in the case of jaw rotation commands of amplitude 3 S.D.
and frequency of 3 Hz.
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system may not need precise information about the dynamics
of the body and of the external world in order to plan move-
ments. Hence, ‘‘central’’ control commands may be
‘‘simple’’ in the sense that they only need to account for the
kinematic aspects of the desired movement.

In the neural control of speech production, this feature
would be particularly desirable because of the mechanical
complexity of the system and of the performance require-
ments of speech movements~speed, precision, need for an
accurate synchronization of motions of different articula-
tors!. However, the differences in jaw and tongue dynamics,
which emerge from our simulations, appear to challenge the
hypothesis of command ‘‘simplicity,’’ in particular with re-
gards to their coordination.

In fact, orofacial movements in speech must satisfy pre-
cise timing constraints. For instance, what makes voiced and
voiceless stops perceptually distinguishable is the difference
in the timing between glottal opening and release of occlu-
sion. If the individual structures differ in their dynamic be-
havior, such a synchronization can only be achieved at the
planning level, by means of some form of prediction of sys-
tem dynamics. For instance, it has been suggested~Perrier
et al., 1996! that the amplitude of equilibrium shifts for the
different commands may be varied to maintain the basic tem-
poral synchrony of movement. More specifically, the com-
mands related with slower structures may overshoot the spa-
tial endpoint of the movement. Or, the different structures
could well be controlled by commands that have a com-

pletely different temporal structure, and synchrony of move-
ments could emerge as the result of mechanical interactions.
It must be noted, however, that these and other hypotheses
can only be addressed by interpreting empirical observations
by means of a realistic physiological model that accounts for
the mechanical interaction among the different structures.
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APPENDIX: DERIVATION OF THE EQUATIONS OF
MOTION

The dynamic behavior of the whole system is com-
pletely specified by its global kinetic and potential energy
function.

In the case of the jaw, kinetic energy is given byTj

5 1
2q̇j

T
•M j (qj )•q̇j , where

M j~qj !5F mj@11y8~x0!2# mj@1y8~x0!•R~a j2u1p/2!• x̂G j#

mj@1y8~x0!#•R~a j2u1p/2!• x̂G j I j
G ~A1!

is the matrix of inertia of the jaw;mj andI j are, respectively,
jaw mass and its moment of inertial with respect to the center
of the condyle, whereasx̂G j is the position of the center of
mass relative to the center of the condyle,u is jaw orienta-
tion at occlusion~constant, estimated from the x-ray data!,
andy8(x0)5dy(x)/dxux0

.
The matrix R(a) represents a rotation of an anglea.

The only contribution to potential energy is that of gravity
and, therefore, supposing that gravity is directed vertically:

Vj5mjg@x0 cosu1y~x0! sin u1 x̂G j cosa j1 ŷG j sin a j #,

wherex̂G j and ŷG j are the components ofx̂G j .
In the case of the hyoid bone, kinetic energy is defined

asTh5 1
2q̇h

T
•Mh•q̇h , where the matrix of inertia, diagonal, is

Mh5Fmh 0 0

0 mh 0

0 0 I h

G , ~A2!

whereas the potential energy is given byVh5mhgyGh .
Finally, the kinetic and potential energy functions for the

larynx are simply expressed, respectively, byTt51/2mlẏl
2

andVl5mlgyl .

As regards the tongue, kinetic energy isTt51/2dt* u̇T

•u̇ dV, whereu is the deformation field anddt is tongue
density, assumed uniform; potential energy isVt51/2*sT

•« dV2dtg
T
•*u dV, wheres and « are, respectively, the

stress and the strain fields;g is the constant gravity accelera-
tion.

Strain is the gradient of the deformation field, i.e.,

«5F ]

]x
0

0
]

]y

]

]x

]

]y

G u. ~A3!

Stress is related to strain through the Hooke’s law that, in the
case of the plane strain hypothesis, is defined as

s5
E

~11n!~122n! F 12n n 0

n 12n 0

0 0 ~122n!/2
G «.

~A4!
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After application of FE techniques, the above expres-
sions forTt andVt can be rewritten asTt51/2ẋT

•Mt• ẋ and
Vt51/2(x2x0)T

•Kt•(x2x0)1fg
T
•x, where x0 is the rest,

undeformed configuration and the constant matricesMt and
Kt are, respectively, tongue inertia and stiffness. The con-
stant vectorfg represents the distribution of tongue weight on
the nodes of the mesh.

Some of the nodes of the tongue mesh are fixed with
respect to the jaw or the hyoid bone; we will suppose that
nodes are ordered so that we can write:x
5@xt

Txj (qj )
Txh(qh)T#T.

The equations of motion that describe the dynamics of
the jaw-hyoid-tongue-larynx system can be obtained from
the global Lagrangian function,L5T2V, where T5Tt

1Tj1Th1Tl andV5Vt1Vj1Vh1Vl are, respectively, the
total kinetic and potential energy. We can define a global
configuration vector for the jaw–hyoid–tongue–larynx sys-
tem: Q5@xt

Tqj
Tqh

Tyl #
T.

The global kinetic energy can be rewritten asT
51/2Q̇T

•M (Q)•Q̇, where the ‘‘global’’ matrix of inertia,
M (Q), is now defined as

M ~Q!5F 0 0 0 0

0 M j~qj ! 0 0

0 0 Mh 0

0 0 0 ml

G1JT~Q!MtJ~Q!

~A5!

and the ‘‘global’’ jacobian matrix,J(Q), is given by

J~Q!5F I t 0 0 0

0 Jj~qj ! 0 0

0 0 Jh~qh! 0
G , ~A6!

where I t is an unit matrix,Jj (qj )5]xj /]qj , and Jh(qh)
5]xh /]qh . Similarly, the ‘‘global’’ potential energy can be
rewritten asV5V(Q).

It is now possible to derive the global equation of mo-
tion for the jaw–hyoid–tongue–larynx system, which has
the form

M ~Q!•Q̈1C~Q,Q̇!•Q̇5G~Q!1Jl~Q!T
•fm~ l,l!, ~A7!

where

Ci j ~Q,Q̇!5(k]Mi j /]Qk•Q̇k21/2(k]Mk j /]Qi•Q̇k

defines a velocity-dependent interaction term, andJL(Q)
5] l/]Q is the Jacobian of the transformation between the
configurationQ and the vectorl5 l(Q) of muscle lengths.
The termG(Q)52]V/]Q accounts for gravity and for the
passive elastic properties of the tongue, whereasfm( l, l̇,l) is
the vector of muscle forces.

The above equation completely describes the forward
dynamics of the whole system, relating the forces generated
by muscles to motion generated in the mechanical degrees of
freedom of the system. The equation was numerically inte-
grated by using Gear’s algorithm for stiff systems. Jaw, hy-
oid, larynx, and tongue motions were therefore obtained si-
multaneously.
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The glottal to noise excitation ratio~GNE! is an acoustic measure designed to assess the amount of
noise in a pulse train generated by the oscillation of the vocal folds. So far its properties have only
been studied for synthesized signals, where it was found to be independent of variations of
fundamental frequency~jitter! and amplitude~shimmer!. On the other hand, other features designed
for the same purpose like NNE~normalized noise energy! or CHNR ~cepstrum based
harmonics-to-noise ratio! did not show this independence. This advantage of the GNE over NNE
and CHNR, as well as its general applicability in voice quality assessment, is now tested for real
speech using a large group of pathologic voices (n5447). A set of four acoustic features is
extracted from a total of 22 mostly well-known acoustic voice quality measures by correlation
analysis, mutual information analysis, and principal components analysis. Three of these measures
are chosen to assess primarily different aspects of signal aperiodicity, while the fourth one indicates
the noise content of the signal. All analysis methods lead to the same feature set that consists of a
measure of period correlation, jitter, shimmer, and GNE. The two-dimensional projection of this set
named ‘‘hoarseness diagram’’ allows a graphical illustration of voice quality that can be easily
interpreted. ©1998 Acoustical Society of America.@S0001-4966~98!00603-1#

PACS numbers: 43.70.Dn, 43.70.Gr, 43.72.Ar@AL #

INTRODUCTION

The use of acoustic features in the description of patho-
logical voice quality has been tested in various contexts and
with a variety of goals. Some of its attractiveness stems from
the idea that they might supply a way to quantitatively assess
voice characteristics that are otherwise difficult to measure
~e.g., Kreiman and Gerratt, 1996!. Studies on pathological
voices have correlated acoustic features with perceptual
qualities ~Murry et al., 1977; Hammarberget al., 1980,
1981; Fritzell et al., 1983a; Askenfelt and Hammarberg,
1986; Hiranoet al., 1986, 1988; Eskenaziet al., 1990; Ram-
mageet al., 1992; Kreimanet al., 1992; Kreiman and Ger-
ratt, 1994; Dejonckere, 1995; de Krom, 1995; Bielamowicz
et al., 1996; Hillenbrand and Houde, 1996! or, to a lesser
extent, with physiologic conditions at the glottis~Hirano
et al., 1986; Rammageet al., 1992!. However, the results are
often ambiguous, and sometimes even contradictory, so the
choice of the appropriate acoustic measures as well as their
interpretation are still unsolved problems.

Acoustic features may be grouped according to the sig-
nal characteristics they are supposed to measure. Although
there are many different possible categories, the terms ‘‘ape-
riodicity features’’ and ‘‘noise features’’ can be considered
as two important labels. ‘‘Aperiodicity features’’ have been
used to describe perceptual roughness~Hirano et al., 1988;
Hillenbrand, 1988; Arendset al., 1990; Dejonckere, 1995! or
the periodicity of glottal vibration~Dejonckere, 1995!.
‘‘Noise features’’ have been found by some researchers to be
indicators of breathiness~Hammarberget al., 1981; Klatt
and Klatt, 1990; Hillenbrandet al., 1994; Dejonckere, 1995;
Hillenbrand and Houde, 1996!, although these findings are
controversial. Also, ‘‘noise features’’ have been related to
certain physiological conditions during the phonatory cycle

such as a glottal gap~Södersten and Lindestad, 1990! or
softer closure~Hillenbrandet al., 1994!.

‘‘Aperiodicity features’’ are designed to capture the
various forms of periodicity disturbances in the acoustic sig-
nal ~Klingholz, 1987!. One special kind of aperiodicity is
related to changes in the waveform shape between glottal
cycles. This effect can be measured by the mean correlation
coefficient calculated for all pairs of successive cycles. Two
other kinds result from variations of the fundamental fre-
quency (F0) and of the cycle-to-cycle peak amplitude or
energy. These aperiodicities are described by the ‘‘classical’’
features jitter and shimmer, respectively. In the long history
of the description of signal aperiodicity many different defi-
nitions of jitter and shimmer measures have evolved~for
overviews see, e.g., Kasuyaet al., 1986a; Pinto and Titze,
1990; Bielamowiczet al., 1996!. In spite of their widespread
application in voice quality assessment, recent findings of
Schoentgen and de Guchteneere~1997! may lead to the ne-
cessity to rethink the general concept underlying these two
acoustic features.

To the ‘‘noise feature’’ group belong the features de-
signed to measure the relative noise component in a speech
signal. Prominent members of this group are the harmonics-
to-noise ratio~HNR; Yumoto et al., 1982! and the normal-
ized noise energy~NNE; Kasuyaet al., 1986a! that have
been studied in various contexts~Hirano et al., 1988; Es-
kenaziet al., 1990; Childers and Lee, 1991; Kreimanet al.,
1993; Dejonckere, 1995; Bielamowiczet al., 1996; Qi and
Hillman, 1997!. A recently developed feature belonging to
this group is the glottal-to-noise excitation ratio~GNE;
Michaelis and Strube, 1995!.

One of the main problems with grouping acoustic fea-
tures according to their principal use is that most of them are
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sensitive to several acoustic properties. This mutual depen-
dence may be one of the reasons for the difficulty in inter-
preting seemingly contradictory results found in the litera-
ture. With regard to the two groups mentioned above, it is
obvious that waveform correlation, jitter, and shimmer~es-
pecially amplitude shimmer! will be noise sensitive to some
extent depending on the particular algorithm. On the other
hand, NNE and HNR were found to be sensitive to jitter and
shimmer for synthetic signals~Michaeliset al., 1997a!.

The question now arises, which are the features to sup-
ply thebest independent assessmentof irregularity and addi-
tive noise in pathologic voices. Only if these two voice prop-
erties can be measured independently should conclusions be
drawn about their relevance with regard to different percep-
tual qualities, like roughness or breathiness, or to the under-
lying physiologic conditions at the glottis.

In this paper we address this issue, with particular em-
phasis on whether GNE is the ‘‘noise feature’’ supplying
more additional information about a pathological voice than
NNE and HNR. We will proceed as follows: first, correla-
tions are calculated for a total of 22 voice quality measures
~13 of aperiodicity, 9 of noise!. Second, using a technique
from information theory, a mutual information analysis is
performed to find the best jitter and shimmer measures of our
list. Once these features have been determined, mutual infor-
mation analysis is used again to find the best additional
‘‘noise measure.’’ Third, the underlying dimensionality of
the thus obtained four-feature sub-space is determined by
principal components analysis~PCA!. After it is found to be
two dimensional, PCA of the complete 22-dimensional fea-
ture space is used to confirm the former results. Finally, a
two-dimensional graphical representation named ‘‘hoarse-
ness diagram’’ is derived that allows an easy interpretation
of the acoustic features.

I. METHODS

A. Speech material

The German vowel@}:# was recorded for 447 different
speakers~male and female! between the ages of 10 and 80
~mean: 48!. They showed a variety of organic and functional
voice disorders~see Table I!. Eighty-eight normal voices
~persons with no history of voice problems! aged 18 to 90
~mean: 47! were recorded as the reference group. The vowel
was sustained by the subject at comfortable pitch and loud-
ness for several seconds. It was digitally recorded in a sound-
proof room using the Kay Computer Speech Lab~CSL 4300!
at a sampling frequency of 50 kHz. One second of the
middle part of the signal was used for acoustic analysis,
which was performed in a completely automated and unsu-
pervised way. No segments were rejected since perturbation
measures were extrapolated to highly disturbed voices as
will be described in the following section. This data set is the
one used in the experiments unless stated otherwise.

In order to increase the significance of the mutual infor-
mation analyses, a second data set was generated. Here the
same 447 recordings of the first set were used, plus addi-
tional recordings of the same patients taken at other times.
For the resulting 1099 recordings, the acoustic features de-

scribed in the following were calculated on 500-ms frames
with a shift of 250 ms. In this way a total ofn513 414
analyzed segments~i.e., data points! were obtained. The Wil-
coxon test showed no significant differences in the feature
distributions between the regular pathological group (n
5447) and the large pathological group (n513414).

B. Acoustic features

1. Jitter, shimmer, and period correlation

The energy sequenceE(n) for a periodic signal is given
by the sum of the squared sample values of thenth glottal
cycle @n50,..,N21 ~last complete cycle!#. For the present
study the glottal cycle lengthP(n) of the nth period is de-
termined by the waveform matching algorithm~Milenkovic,
1987; Titze and Liang, 1992!. The time range to be tested by
this algorithm is set to 0.5 and 1.5 times the time lag~re-
stricted to 2.5 ms<d t<15 ms! of the maximum of the auto-
correlation function calculated for the current frame.

As jitter and shimmer measures the perturbation factor
~PF; Hollienet al., 1975! and the perturbation quotient~PQ;
Koike, 1971! were chosen. They come as part of commercial
analysis systems such as the CSL system of Kay Elemetrics
and allow a good comparability of the results to other studies
because of their widespread application. For a sequenceu(n)
the following definitions were used according to Kasuya
et al. ~1993!:

PF5
100%

N21 (
n51

N21 Uu~n!2u~n21!

u~n!
U, ~1!

PQ5
100%

N2K

3 (
n5~K21!/2

N2@~K21!/2#21 Uu~n!2
1

K (
k52~K21!/2

~K21!/2

u~n1k!

1

K (
k52~K21!/2

~K21!/2

u~n1k!
U . ~2!

TABLE I. List of functional and physiological disorders.

Number of
occurrences Diagnosis/description

56 vocal fold paresis
22 vocal fold fixation
34 post-operative status after partial laryngectomy
21 pre-operative status before micro surgery

~glottal carcinoma!
39 polyps
16 nodules
19 laryngeal granuloma
28 cysts
12 mutational dysphonias
11 papillomas
24 Reinke’s Oedema
47 hypo functional dysphonia
45 status/dysphonia after micro surgery~benign tumors!
11 laryngitis
62 others~less than 5 patients per diagnose!
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If u(n) is chosen as the period length sequenceP(n),
the period perturbation factor~PPF! and theperiod pertur-
bation quotient~PPQ! define different jitter measures. In the
following, PPF will be abbreviated asj 2. For PPQ, different
choices ofK ~3, 5, 7, 11, 15! lead to the jitter measures
abbreviated asj 3, j 5, j 7, j 11, j 15 ~see Table II!. Analo-
gously, shimmer is measured by theenergy perturbation fac-
tor ~EPF! ~abbreviated ass2! or the energy perturbation
quotient~EPQ! if u(n) is chosen asE(n). Again, different
values forK result in the measuress3, s5, s7, s11,s15 ~see
Table II!. Since the shimmer measures are based on the en-
ergy sequence, they are expected to be considerably less sus-
ceptible to noise than the amplitude shimmer often used in
acoustic voice analyses.

Titze and Liang~1992! came to the conclusion that jitter
and shimmer cannot be determined accurately for highly dis-
turbed voices. Indeed, for increasingly aperiodic signals
those features more and more loose their meaning as indica-
tors of deviations fromperiodicity. However, the waveform
matching algorithm does not dependa priori on the degree
of signal periodicity and therefore can be applied to any kind
of voice signal. For whispered voices~i.e., totally aperiodic
signals! the algorithm is found to position the period markers
in a seemingly random manner~Fröhlich et al., 1997!.
Therefore PF and PQ show high values for these voices. This
behavior is found to be consistent for any intermediate de-
viations from periodicity and therefore allows an interpret-

able quantitative classification of any voice~Michaeliset al.,
1997b; Fro¨hlich et al., 1997, 1998a,b!.

The mean of all correlation coefficients evaluated for
every pair of consecutive periods is used as the acoustic mea-
sure termedmean waveform matching coefficient~MWC!. It
indicates the overall similarity between the cycles of the time
signal. The algorithmic evaluation of the MWC is relatively
robust compared to the jitter and shimmer calculation. Its
upper limit of 1 is reached for signals with identical period
shapes~i.e., strictly periodic signals!. MWC decreases with
increasing differences in length or shape between consecu-
tive periods, i.e., with short-term variations of the time sig-
nal.

2. NNE, CHNR, and GNE

Normalized noise energy~NNE! ~Kasuyaet al., 1986b!
and cepstrum based harmonics-to-noise ratio~CHNR! ~de
Krom, 1993! are designed to measure the relative noise con-
tent of a signal. Both NNE and CHNR were found to be
sensitive to jitter and shimmer for synthetic signals~Michae-
lis et al., 1997a!. A recently developed feature designed to
measure the additive noise in a speech signal is theglottal-
to-noise excitation ratio~GNE! ~see the Appendix!.

The use of three different bandwidths leads to different
GNE measures~see Table II!: gne1 is calculated using a
bandwidth of 1 kHz, gne2 using 2 kHz, and gne3 using 3
kHz. Similarly, several different realizations of NNE and

TABLE II. List of the acoustic features. For each feature the monotonic transformation used to obtain an approximately normal distribution is stated. Mean
and standard deviation~s.d.! are calculated separately for the normal and the pathological group. Symbols and abbreviations~see also text!: MWC—mean
waveform matching coefficient; PPF~EPF!—period~energy! perturbation factor; PPQ~EPQ!—period~energy! perturbation quotient; GNE—glottal-to-noise
excitation ratio; NNE—normalized noise energy; CHNR—cepstrum based harmonics to noise ratio;n—number of recordings; log—base 10 logarithm.

Feature Symbol Description Unit
Transformation

y5 f (x)

Mean (y) s.d. (y) Mean (y) s.d. (y)

normal
(n588)

pathologic
(n5447)

MWC MWC log(12x) 22.021 0.335 21.614 0.574
jitter j 2 PPF % logx 20.492 0.234 20.089 0.611

j 3 PPQK53 % logx 20.792 0.246 20.374 0.645
j 5 PPQK55 % logx 20.734 0.203 20.323 0.626
j 7 PPQK57 % logx 20.673 0.211 20.276 0.610
j 11 PPQK511 % logx 20.588 0.206 20.210 0.584
j 15 PPQK515 % logx 20.522 0.199 20.161 0.563

shimmer s2 EPF % logx 0.572 0.212 0.848 0.421
s3 EPQK53 % logx 0.268 0.224 0.550 0.424
s5 EPQK55 % logx 0.347 0.199 0.617 0.407
s7 EPQK57 % logx 0.403 0.204 0.662 0.398
s11 EPQK511 % logx 0.476 0.203 0.717 0.384
s15 EPQK515 % logx 0.531 0.204 0.757 0.368

GNE gne1 1000-Hz bandwidth log (12x) 21.612 0.291 21.062 0.515
x 0.969 0.022 0.834 0.189

gne2 2000-Hz bandwidth log (12x) 21.360 0.331 20.870 0.485
x 0.940 0.056 0.768 0.222

gne3 3000-Hz bandwidth log (12x) 21.120 0.345 20.690 0.428
x 0.892 0.106 0.695 0.242

NNE nne1 60–5000 Hz dB x 219.425 3.634 216.025 5.853
nne2 60–2000 Hz dB x 222.831 3.606 219.492 6.830
nne3 1000–5000 Hz dB x 211.715 3.734 27.441 4.448

CHNR chnr1 60–5000 Hz dB x 25.169 3.649 20.088 7.001
chnr2 60–2000 Hz dB x 29.157 3.833 23.877 8.261
chnr3 1000–5000 Hz dB x 17.345 4.123 11.609 5.397
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CHNR were tested: nne1 and chnr1 are calculated for the
frequency range 60–5000 Hz, nne2 and chnr2 for 60–2000
Hz, and nne3 and chnr3 for 1000–5000 Hz.

C. Rank correlation analysis

Correlation analysis was applied to the set of 22 acoustic
measures stated in Table II in order to determine interdepen-
dencies between different features. The statistic applied was
the Spearman rank-order correlation coefficient~Presset al.,
1989! which is independent of the shape of the underlying
data distribution. Pairwise correlations were calculated for all
combinations of the acoustic measures (n50.5•22•21
5231). For further interpretations the significance of the dif-
ference between correlation coefficients was calculated by
Fisher z-transformation of the correlation coefficients and
testing the difference for being normal distributed~van den
Brink and Koele, 1987!.

The significance levels for all correlations and differ-
ences of correlations were calculated applying the
Bonferroni–Holm correction~Holm, 1979!, which was per-
formed separately for the normal and pathological voice
group. The number of tests used for the correction was 369
for the pathological and 261 for the normal group. These
totals result from the 231 correlations for each group, 30
(52•0.5•6•5) differences of all intra-jitter/intra-shimmer
correlations~i.e., correlations of all combinations of the 6
jitter ~shimmer! measures! and the$ j 3,s15% correlation for
each group, and—for the pathological group only—108
(53•0.5•9•8) differences between all the correlations of
the ‘‘noise measures’’ withj 3, s15, and MWC~the specific
choice of the measures for these tests will become apparent
in the specific sections!. Throughout this paper results will
be interpreted at a significance level ofp<0.05.

D. Mutual information analysis

1. Generalization of the mutual information

The calculation of the mutual information~Fraser and
Swinney, 1986! between different acoustic features is based
on their probability distributions. Its derivation will be ex-
plained in detail for the simple case of a two-dimensional
data distribution. Throughout this section, for a given mea-
sure the frequency of occurrence within a certain value range
will be interpreted as the probability of the measure to be
found in this interval.

For the two acoustic featuresx1 and x2 the data are
binned toM intervals. These intervals are uniformly distrib-
uted along each feature axis and cover the whole correspond-
ing value ranges. Letni(x1) be the number ofx1-values to be
found in bin i @analogouslyni(x2) for feature x2# while
ni j (x1 ,x2) is the number ofx1-values found in bini and
x2-values found in binj simultaneously. Using this binned
description of the data distribution forx1 and x2 , the esti-
mated probability to find featurex1 or x2 in bin i is given by
pi(xh)5ni(xh)/M ; i 51,...,M ; h51,2. The estimated joint
probability thatx1 will be found in bin i andx2 in bin j is
given by pi j (x1 ,x2)5ni j (x1 ,x2)/M2; i , j 51,...,M . Using
these expressions the one-dimensional and the two-
dimensional entropy are given by

H~x1!52(
i 51

M

pi~x1!ld~pi~x1!!, ~3!

H~x1 ,x2!52 (
i , j 51

M

pi j ~x1 ,x2!ld~pi j ~x1 ,x2!!, ~4!

with ld denoting the base 2 logarithm.
With definitions~3! and ~4! the mutual information be-

tween two features is expressed byI 25I (x1 ,x2)5H(x1)
1H(x2)2H(x1 ,x2). I 2 can be interpreted as the average
number of bits that are predictable ofx2 if x1 is known, and
vice versa. It can be generalized easily tom dimensions:

I m5I ~x1 ,...,xm!5(
i 51

m

H~xi !2H~x1 ,...,xm!. ~5!

The number of binsM should be as high as possible in
order to yield a good approximation of them-dimensional
probability distribution. However, it is limited by the data
available since the number ofm-dimensional hyper-bins nec-
essary to cover the wholem-dimensional feature space is
Mm. This means that for, e.g.,m54 andM58 ~which rep-
resent values actually used in the analysis! at least 4096 data
points are necessary to guarantee statistically the occurrence
of at least one point per hyper-bin.

2. Normalized increase of information

If a measure is added to a given set of measures, gener-
ally not all bits of the new measure can be predicted by the
old ones. The remaining, unpredictable part can be regarded
as additional information about the data that is described
exclusively by the added measure. However, the interpreta-
tion of this informational gain is up to the experimenter as
the resulting numerical value does not tell whether the gain
is due to random~and therefore unpredictable! noise or
whether it indeed indicates new, meaningful properties of the
data. In the present study, all acoustic features are known to
describe different aspects of voice quality in a meaningful
way. Therefore the quantitative value of the informational
gain can be used to determine the~in this sense! optimal
four-feature set starting from a three-feature set.

The maximum informationB ~in units ‘‘bit’’ ! for one
feature isB5 ld(M ). Using Eqs.~3! and ~5! (m53,4), we
define thenormalized additional informationthat results
from addingx4 to the set$x1 ,x2 ,x3% similar to themarginal
redundancyof Kumar and Mullik ~1996! as

DI R5
B2~ I 42I 3!

B
. ~6!

The mutual information has been shown to be indepen-
dent of monotonic coordinate transformation~Fraser and
Swinney, 1986!. Therefore replacing the data values by their
ranks as performed in this study is permissible. If the feature
values are in this way uniformly distributed, the one-
dimensional entropy is maximum:H(xi)5B; i 51,...,m.
Now a value ofDI R50 indicates that the fourth feature does
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not add new information~e.g., if it is chosen as one of the
featuresx1 , x2 , or x3 already present!. On the other hand,
DI R51 indicates the maximum increase of information
possible.1

E. Principal components analysis

The underlying dimensionality of a data distribution, as
well as its most significant components, can be determined
by principal components analysis~PCA!. The technique ap-
plied in this study is the singular value decomposition~SVD;
Presset al., 1989!. SVD projects correlated measures onto
the same principal axis of the data distribution. If the vari-
ances in some principal directions are negligible, the data
space can be described in the new, lower-dimensional coor-
dinate system defined by the principal vectors.

One advantage of this linear method is that the dimen-
sionality of the data distribution can be estimated simply by
counting the number of principal components that account
for most of the data variance. The description in a low-
dimensional coordinate system often facilitates the interpre-
tation of the data.

All 13 ‘‘aperiodicity measures’’ show asymmetric dis-
tributions. Jitter and shimmer are found with a much higher
probability at small values, while for MWC most values are
close to 1. However, Gaussian data distributions are prefer-
able for principal components analysis. On the other hand,
monotonic transformations do not influence the other two
analysis techniques~rank correlation analysis and mutual in-
formation analysis!. Therefore the transformed measures us-
ing the different monotonic functions stated in Table II were
used for all the analyses.

In order to apply the SVD the data have to be normal-
ized. This is done by first subtracting the mean of the group
~pathological/normal as stated in Table II!, then dividing the
result by the corresponding standard deviation.

II. RESULTS AND DISCUSSION

A. Acoustic analysis of normal and pathologic voices

Table II states means and standard deviations~s.d.! for
each measure for the normal and the pathological group. The
means of the jitter measures are of similar magnitude. The
same is found for the shimmer measures. Compared to jitter,
shimmer means are about ten times higher, which shows in
differences of approximately one for the logarithmic values
stated in the table.

The mean GNE increases with decreasing bandwidth,
which is in accordance with results on synthesized signals
~Michaelis et al., 1997a!. NNE and CHNR show an esti-
mated noise energy that is about 8 dB higher for the fre-
quency range 1–5 kHz than for 60–5000 Hz due to the rela-
tive attenuation of the harmonics at higher frequencies with
regard to the noise level.

The differences between the means of the pathological
and the normal group are significant for all measures accord-
ing to the Wilcoxon two-sample test. Nevertheless, the s.d.’s
for all measures are higher in the pathological group than in
the normal group. At the same time the means are less than
one s.d. of the pathological group apart for any given mea-

sure. This overlap signifies that a discrimination of voice
quality based on just one measure cannot be considered com-
plete or unique.

B. Rank correlation analysis

1. Correlations between jitter and shimmer

Rank correlations for all combinations of jitter and
shimmer measures are significant. For the pathological voice
group the correlation between the different jitter features is
very high ~0.84–0.99!. For the different shimmer features
these correlations are even exceeded~0.90–0.99!. The corre-
lation between jitter and shimmer measures is still relatively
high, but clearly lower~0.74–0.87!. The lowest correlation
~0.74! is found betweenj 3 ands15.

For the normal voices the correlations are generally
lower than for the pathologic group but still significant. They
range from 0.66 to 0.98 for jitter, 0.73 to 0.98 for shimmer,
and 0.46 to 0.76 for the correlation between jitter and shim-
mer measures. The lowest correlation~0.46! is found again
for $ j 3,s15%.

Since for both groupsj 3 and s15 are correlated the
least, this measure combination supplies the most informa-
tion on the signal~given this particular set of measures!.
Therefore, the differences of all intra-jitter correlations~i.e.,
all combinations of jitter measures! and intra-shimmer cor-
relations were tested against the correlation of this set.2 For
the pathological group, all intra-jitter/intra-shimmer correla-
tions are found to be significantly higher than the$ j 3,s15%
correlation~0.74!. For the normal group, the correlations are
significantly higher than the$ j 3,s15% correlation~0.46! with
the exception of$ j 3,j 11%, $ j 3,j 15%, and $s3,s15% ~correla-
tions 0.75, 0.66, 0.73, respectively!.

These findings suggest that for pathological voices the
‘‘locality’’ of the jitter or shimmer measure~i.e., the number
of averaged cycles! is of secondary importance. The signifi-
cant correlations between jitter and shimmer indicate that
both measures assess similar voice characteristics. This was
to be expected on theoretical grounds since they represent
different aspects of signal aperiodicity~Klingholz, 1987! that
may be caused by the same phenomenon~e.g., an asymmetry
of the vocal folds due to pathological tissue changes! and
since jitter automatically introduces shimmer to a signal
~Hillenbrand, 1987!.

On the other hand, the minimum correlations of 0.74 and
0.46 for the pathological and normal group, respectively, re-
flect that jitter and shimmer are not assessing identical as-
pects of signal irregularity. While variations of correlation
coefficients may in principle be—to some extent—due to
chance if a great number of correlations is calculated, the
significant difference between intra-jitter/intra-shimmer cor-
relations and the$ j 3,s15% correlation can also be interpreted
in that this particular combination of jitter and shimmer mea-
sures gives a significant advantage over the use of just one
jitter or shimmer measure or a combination of two jitter or
two shimmer measures. This interpretation is in accordance
with the variety of findings described in the literature on
which grounds no preference can be given to either jitter or
shimmer over the other.
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2. Correlations between NNE, CHNR, and GNE

The correlation coefficients among GNE, NNE, and
CHNR features are given in Table III. For the pathological
voices the correlation between the different GNE measures is
very high ~0.89–0.96!. The smallest value is found for the
combination$gne1,gne3% which represents the largest differ-
ence in bandwidth.

Of the NNE and CHNR measures, the ones defined for
the high-frequency region~nne3 and chnr3! are found to be
the ones most similar to GNE~correlation 0.75–0.79 for
nne3, 0.82–0.86 for chnr3!. Correlations of the other NNE
and CHNR measures with GNE are considerably lower
~0.45–0.53 for nne1/nne2, 0.60–0.71 for chnr1/chnr2!. The
importance of the higher-frequency region in the description
of pathological voices has already been pointed out by re-
searchers using the NNE~Kasuyaet al., 1986b!.

If the same frequency ranges are compared, the correla-
tions between CHNR and NNE measures are very high
~0.88–0.96!. Taking into account the design of the two fea-
tures that both relate the harmonic energy to the nonhar-
monic energy, it seems plausible to interpret this covariance
as an indication that CHNR and NNE measure similar voice
properties. The correlations also indicate that the choice of
the frequency range has a greater effect than the specific
method used~i.e., NNE or CHNR!.

For the normal voices all NNE and CHNR measures are
significantly correlated with the one exception of
$chnr3,nne2%. However, no significant correlations are found
between GNE measures and NNE/CHNR~with the excep-
tions of $chnr3/gne1% and $chnr3/gne2%!. While one possible
explanation may be the limited value range for the normal
voices, these findings can also be interpreted as indication
that for normal voices GNE is sensitive to other voice char-
acteristics than NNE and CHNR.

3. Correlations of jitter and shimmer with NNE,
CHNR, and GNE

Table IV shows the correlations of GNE, NNE, and
CHNR with jitter and shimmer. For the pathological group
all values are significant. The correlations between jitter/
shimmer and GNE are smaller than between jitter/shimmer
and NNE/CHNR. The minimum correlation of any ‘‘noise
measure’’ with jitter or shimmer measures is found for gne3.
All pairwise differences between the correlation coefficients

of any of the nine ‘‘noise measures’’ with bothj 3 or s15
were tested for their significance~i.e., all combinations of
values in thej 3 column and in thes15 column for the patho-
logical voice group in Table IV!. It was found that correla-
tions of gne2 or gne3 were significantly smaller than corre-
lations of CHNR or NNE measures.

For the normal group no significant correlation between
any GNE measure and any jitter or shimmer measure is
found. On the other hand, all CHNR and NNE measures are
correlated significantly with jitter and shimmer. The insig-
nificant correlations between GNE and the aperiodicity mea-
sures for the normal group and the significantly lower corre-
lation for the pathologic group, together with the significant
correlations of NNE/CHNR measures with jitter or shimmer,
can be interpreted that GNE measures additive noise inde-
pendently of jitter and shimmer. This is in accordance with
results on synthetic signals where gne3 was found to be in-
dependent of jitter and shimmer~Michaeliset al., 1997a!.

The observation that the correlation of GNE with jitter
and shimmer only occurs for pathologic voices can be inter-
preted as follows: GNE on the one hand and jitter and shim-
mer on the other hand measure two different voice qualities
that often appear together in pathological voices@as has been
argued by, e.g., Eskenaziet al. ~1990!; Dejonckere~1995!#.
Jitter and shimmer have been associated with irregularities of
oscillation that may be due to morphological changes of tis-
sue properties~e.g., changes of the oscillating masses for
tumors or cysts, changes of the elastic properties for vocal
fold paralysis! ~Lieberman, 1963; Dejonckere, 1995!. Addi-
tive noise may be attributed to air passing through a glottal
leak ~e.g., for tumors, vocal fold paralyses, post-operative
conditions for tumor patients! ~Kasuyaet al., 1986a; Dejon-
ckere, 1995!. Under these assumptions it is reasonable to
expect measures of aperiodicity and noise content to covary
for pathological voices ~Lieberman, 1963; Dejonckere,
1995!. Since voice quality of normal voices is generally re-
garded to possess many independent degrees of freedom, this
covariance is not to be expected for the normal group.

4. Correlations of MWC

The correlations of MWC with the other acoustic mea-
sures are stated in Table V. The left two columns show the
correlation coefficients with jitter and shimmer. The high
values for the pathological group~0.78–0.89! can be inter-

TABLE III. Rank correlation coefficients of different GNE~log!, NNE, and CHNR features for the pathological group and the normal group~for the
abbreviations of the features see Table II!. Insignificant correlations are marked by an asterisk~* !.

Pathological group Normal group

gne2 gne3 nne1 nne2 nne3 chnr1 chnr2 chnr3 gne2 gne3 nne1 nne2 nne3 chnr1 chnr2 chnr3

gne1 0.95 0.89 0.53 0.53 0.79 20.68 20.71 20.86 0.81 0.67 20.09* 20.12* 0.33* 20.09* 20.08* 20.48
gne2 0.96 0.49 0.50 0.78 20.64 20.67 20.85 20.89 20.24* 20.21* 0.27* 0.06* 0.02* 20.44
gne3 0.45 0.45 0.75 20.60 20.62 20.82 20.27* 20.22* 0.14* 0.14* 0.10* 20.31*

nne1 0.93 0.76 20.91 20.86 20.69 0.86 0.60 20.91 20.79 20.44
nne2 0.72 20.83 20.88 20.64 0.46 20.73 20.86 20.28*
nne3 20.83 20.83 20.96 20.71 20.65 20.94

chnr1 0.94 0.83 0.85 0.66
chnr2 0.83 0.58
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preted as indication that MWC measures indeed one aspect
of aperiodicity. For the normal group the only insignificant
correlation is with j 3, which again suggests to use both
MWC and this specific jitter measure.

The correlations of MWC with GNE, NNE, and CHNR
are stated in the right column. For the pathological group
differences between correlations of MWC and the nine
‘‘noise measures’’ were also tested for their significance. It
was found that MWC correlates significantly less with GNE
~0.58–0.65! than with NNE/CHNR~0.77–0.95!, while for
normal voices there is no significant correlation for MWC
with GNE measures. In contrast, MWC is significantly cor-
related with NNE/CHNR~0.43–0.80! for normal voices.
This can be interpreted that for normal voices deviations
from the periodic structure that are measured by MWC are
mainly due to variations in shape and period length. If they
resulted primarily from additive noise, correlations should be
found between MWC and the noise-sensitive GNE measures.

In summary, the correlations of jitter, shimmer, or MWC
with GNE, are generally either insignificant or significantly
smaller than the ones with NNE or CHNR measures. Com-
paring the different GNE measures, the lowest correlation
with different ‘‘aperiodicity measures’’ is found for gne3.
We conclude that rank-order correlation points to gne3 as the
best supplement to the three features jitter, shimmer, and
MWC and, more specifically, to the combination
$ j 3,s15,MWC,gne3%.

C. Mutual information

A nonlinear approach to find the best feature combina-
tion in the description of pathological voices is taken from
information theory. According to this approach, the one fea-
ture that adds the least mutual information to a given set is
regarded as the optimal supplement. For the analyses in this
section the data values were replaced by their ranks.

TABLE IV. Rank correlation coefficients of different GNE~log!, NNE, and CHNR features with jitter and shimmer for the pathological and the normal group
~for the abbreviations of the features see Table II!. Insignificant correlations are marked by an asterisk~* !.

j 2 j 3 j 5 j 7 j 11 j 15 s2 s3 s5 s7 s11 s15

pathological group

gne1 0.66 0.65 0.66 0.66 0.65 0.64 0.60 0.60 0.60 0.60 0.58 0.57
gne2 0.62 0.62 0.63 0.63 0.61 0.59 0.55 0.56 0.56 0.56 0.54 0.53
gne3 0.58 0.58 0.59 0.59 0.57 0.55 0.52 0.53 0.53 0.52 0.50 0.49

nne1 0.82 0.77 0.81 0.83 0.83 0.82 0.85 0.84 0.85 0.86 0.85 0.83
nne2 0.79 0.74 0.78 0.81 0.83 0.83 0.84 0.81 0.83 0.84 0.85 0.84
nne3 0.81 0.78 0.81 0.82 0.80 0.77 0.72 0.71 0.72 0.72 0.71 0.70

chnr1 20.84 20.80 20.84 20.84 20.84 20.82 20.87 20.86 20.88 0.87 20.85 20.83
chnr2 20.81 20.78 20.82 20.83 20.84 20.83 20.86 20.85 20.86 20.86 20.85 20.83
chnr3 20.79 20.77 20.79 20.79 20.77 20.75 20.70 20.70 20.71 20.70 20.69 20.67

normal group

gne1 0.11* 0.14* 0.10* 0.07* 0.00* 20.02* 0.15* 0.21* 0.17* 0.11* 0.05* 0.03*
gne2 0.00* 0.05* 0.02* 20.03* 20.11* 20.14* 0.00* 0.07* 0.02* 20.03* 20.09* 20.12*
gne3 20.09* 20.05* 20.08* 20.13* 20.20* 20.22* 20.05* 20.00* 20.04* 20.08* 20.13* 20.17*

nne1 0.59 0.48 0.60 0.66 0.68 0.64 0.71 0.63 0.69 0.73 0.73 0.71
nne2 0.57 0.44 0.58 0.64 0.68 0.66 0.72 0.62 0.70 0.74 0.76 0.74
nne3 0.70 0.65 0.72 0.72 0.67 0.61 0.45 0.43 0.43 0.44 0.45 0.46

chnr1 20.62 20.56 20.64 20.68 20.67 20.62 20.73 20.70 20.73 20.74 20.71 20.69
chnr2 20.62 20.53 20.66 20.70 20.69 20.65 20.74 20.70 20.74 20.76 20.74 20.72
chnr3 20.60 20.58 20.62 20.61 20.53 20.47 20.39 20.41 20.39 20.38 20.35 20.36

TABLE V. Rank correlation coefficients of MWC with the other acoustic features for the pathological and the
normal group~for the abbreviations see Table II!. Insignificant correlations are marked by an asterisk~* !.

MWC MWC MWC

pathol. normal pathol. normal pathol. normal

j 2 0.81 0.41 s2 0.88 0.65 gne1 0.65 0.06*
j 3 0.78 0.34* s3 0.87 0.59 gne2 0.61 20.07*
j 5 0.81 0.42 s5 0.89 0.65 gne3 0.58 20.12*
j 7 0.82 0.46 s7 0.88 0.67 nne1 0.91 0.78
j 11 0.82 0.46 s11 0.86 0.63 nne2 0.82 0.61
j 15 0.81 0.43 s15 0.84 0.59 nne3 0.77 0.48

chnr1 20.95 20.80
chnr2 20.87 20.66
chnr3 20.77 20.43
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Under the assumption that any irregularity in pathologi-
cal voices may be found in theF0 sequence, the energy
sequence, or the waveform shape of the glottal cycles~Kling-
holz, 1987!, the best choice of jitter and shimmer measures
from our list was determined. This was achieved by calcu-
lating the three-dimensional mutual information for all com-
binations of one jitter measure (j 2, j 3, j 5, j 7, j 11, j 15), one
shimmer measure (s2, s3, s5, s7, s11, s15), and MWC. The
lowest mutual information was found for the combination
$MWC, j 3,s15%.

Next, the ‘‘noise measure’’ of our list best supplement-
ing this three-feature set was to be determined. Therefore in
this second step the four dimensional normalized additional
information (DI R) was calculated for all combinations of the
set $MWC, j 3,s15% plus one of the GNE, NNE, or CHNR
measures. Also, a sequence of random numbers~referred to
simply as ‘‘noise’’ in the following! was used as fourth ‘‘fea-
ture’’ to supply a reference.3 Theoretically, the predictability
of such a ‘‘feature’’ should be zero~corresponding to the
highest normalized additional information possible, i.e.,
DI R51!.4 Theory predicts that the addition of one of the
measures already present should amount to a zero increase of
information. Thereforej 3 was used as yet another fourth
feature to test the performance of the algorithm.

The results for the pathological group are displayed in
Fig. 1 ~left!. The general drop of the curves reflects the rapid
decrease of the average number of data points per hyper-bin
when the number of bins per feature axis is increased. For
this reason the upper limit ofDI R ~realized by using noise as
fourth feature! has already dropped to approximately 0.95 for
M54. This indicates that in this caseDI R can be stated only
with a 5% accuracy while four bins per axis still give a
relatively crude approximation of the probability density of
the corresponding measure.

For this reason the same analysis was performed again
using the large pathological group (n513414). Now the
drop of the curves starts at higher values ofM ~Fig. 1, right!.

In this case the curves reach maximum values forM58. At
this point the value for noise is still greater than 0.95. This
signifies that the number of data points per hyper-bin is still
sufficiently large to yield dependable results while eight bins
per axis give a much better approximation of the probability
distribution than the previous four bins. In any case, the
ranking of the features with respect to the normalized addi-
tional information is not affected by the choice ofM and is
the same for either data group. As conclusion, the best addi-
tional measure indicated by the curves in Fig. 1 is gne3.

Summarizing the results of this section: generally, the
ranking of the ‘‘noise features’’ corresponds to the results of
the correlation analysis of the previous section—the lower
the correlation with the ‘‘aperiodicity measures,’’ the higher
the normalized additional information. Analysis of the nor-
malized additional information consistently shows for both
data sets of pathological voices that about 80% of the pos-
sible increase of information can be obtained by gne3
supplementing the set$MWC, j 3,s15%. This is about 20%
more than the informational gain realized by adding any
NNE or CHNR measure. Since GNE gives interpretable in-
formation about a voice~in contrast to random noise!, the
results of this section point to$MWC, j 3,s15,gne3% as the
optimal four-item set out of the given 22 acoustic measures.

D. Principal components analysis using singular
value decomposition „SVD…

1. Analysis of four-dimensional feature spaces

In the previous section the combination of
$MWC, j 3,s15% was determined as the best choice of the list
of ‘‘aperiodicity features’’ from an information theory per-
spective. Now principal components analysis is applied to
the four-dimensional data space defined by this three-feature
set and one additional ‘‘noise measure’’ to determine the
underlying dimensionality of the data space.

The results for the three data groups~normal, small, and
large pathological! are listed in Table VI. The values for the
pathological groups show that gne3 consistently maximizes
the variance of the second principal axis compared to the
NNE and CHNR measures. In particular, the variance of the
second principal axis is higher for gne3~16%! than for chnr3
~9%! and nne3~10%!.

Generally, for the pathological groups only 5%–8% of
the variance are located outside the plane defined by the first
two axes. Therefore the informational loss by projecting the
four-dimensional space onto a two-dimensional subspace is
relatively small. The statistical congruence of the small and
large pathological group is again confirmed by the observa-
tion that the differences in the results for both groups never
exceed 1%.

For the normal group the four-feature space cannot be
projected onto a two-dimensional subspace without consid-
erable loss of information. A possible interpretation is that
for normal voices the four measures vary independently and
that a higher-dimensional description is needed for an ad-
equate classification of voice quality.

FIG. 1. The normalized additional informationDI R for different acoustic
features as function of the number of binsM per axis~left: pathological
group,n5447; right: large pathological group,n513 414!.
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2. Analysis of the complete feature space

PCA supplies a means to analyze the complete 22-
dimensional feature space simultaneously and was therefore
used to test whether GNE is indeed the main contributor to
the second principal axis. With this motivation SVD was
performed for the complete set of the 22 acoustic measures
stated in Table II. The variance accounted for by the differ-
ent principal axes is shown in Fig. 2. A two-dimensional
space results for the pathological group and a four-
dimensional space for the normal group if principal compo-
nents accounting for less than 5% of the variance are consid-
ered negligible. For both groups the first axis is the
predominant one, accounting for 80% of the variance for the
pathological group and 59% for the normal group.

A deeper insight into the structure of the principal direc-
tions is gained by a closer look at the components of the first
two principal vectors~Fig. 3!. For the pathological group the
absolute values of the contribution to the first principal axis
are approximately constant~0.2! with the exception of the
GNE measures at clearly lower values~Fig. 3, top!. For the
normal group, where GNE hardly contributes to the first
principal axis at all, this difference between GNE and the

TABLE VI. Variance accounted for by the first four principal axes for the combination of$ j 3,s15,MWC% with
one of the GNE~log!, NNE, and CHNR measures for the pathological group (n5447), the extended pathologi-
cal group (n513414), and the normal group (n588).

Par

Pathological group
(n5447)

Pathological group
(n513414)

Normal group
(n588)

1 2 3 4 1 2 3 4 1 2 3 4

gne1 0.80 0.12 0.05 0.03 0.79 0.12 0.05 0.03 0.51 0.25 0.16 0.09
gne2 0.78 0.14 0.05 0.03 0.77 0.15 0.05 0.03 0.50 0.26 0.15 0.08
gne3 0.76 0.16 0.05 0.03 0.76 0.16 0.05 0.03 0.51 0.25 0.16 0.08

nne1 0.88 0.06 0.03 0.02 0.89 0.06 0.04 0.01 0.68 0.18 0.09 0.05
nne2 0.87 0.06 0.04 0.03 0.88 0.05 0.04 0.03 0.67 0.18 0.10 0.06
nne3 0.82 0.10 0.05 0.03 0.82 0.10 0.05 0.03 0.63 0.18 0.12 0.08

chnr1 0.89 0.06 0.04 0.01 0.89 0.06 0.04 0.01 0.69 0.17 0.09 0.04
chnr2 0.88 0.06 0.04 0.03 0.88 0.06 0.04 0.02 0.68 0.17 0.09 0.06
chnr3 0.83 0.09 0.05 0.03 0.83 0.09 0.05 0.03 0.60 0.19 0.13 0.07

FIG. 2. Variance accounted for by the first six principal components ex-
tracted from a 22-dimensional data space for the normal and pathological
group ~sorted in descending order!.

FIG. 3. Contribution of the acoustic features to the first and second principal
axis obtained by SVD of the 22-dimensional feature space. The variance in
the first principal direction~top! is 80% for the pathological group and 59%
for the normal group, in the second principal direction~bottom! 9.7% for the
pathological group and 15% for the normal group.
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other measures is even more pronounced. However, the three
GNE measures are found to be the main contributors to the
second principal axis~Fig. 3, bottom!. This indicates GNE as
the dominant feature for the data distribution to be two-
dimensional instead of just one-dimensional. These findings
support the previous results of the SVD on four-feature sub-
sets.

E. The ‘‘hoarseness diagram’’

The results of the last section cannot be interpreted eas-
ily without a deeper understanding of the analysis methods
applied. However, for a clinical application a concise~yet
suggestive! way to present the results is desirable. Since the
data space of the pathological voices was found to be two
dimensional, a two-dimensional graphical representation
seems to be the most obvious way to present the acoustic
analysis.

In order to obtain a suitable graph, the coordinate system
defined by the first two principal components of the
$MWC, j 3,s15,gne3% system is rotated by 63.9 degrees. This
leads to a minimization of the gne3 component in the first
principal direction~see Table VII, top!. Simplifying further,
not these exact factors are used but a balanced idealization
~Table VII, bottom!. An offset of 5 and 1.5 is chosen for the
x-axis and they-axis, respectively, in order to obtain positive
values for all data. The GNE enters they-coordinate linearly
~instead of the logarithmic feature gne3! to supply a better
possibility to distinguish between normal and pathologic
voices.

The coordinates in this plot of the normalized data are
thus given by the equations:

x-coordinate551
1

)

S MWC11.614

0.574
1

j 310.374

0.645

1
s1520.757

0.368 D , ~7!

y-coordinate51.51
0.6952~1210gne3!

0.242
. ~8!

From Eq.~7! it can be seen that only ‘‘aperiodicity mea-
sures’’ enter thex-coordinate so that this axis is namedir-
regularity component. Equation~8! shows that they-axis is
based entirely on the ‘‘noise feature’’ GNE. Therefore the
ordinate is labelednoise component. These two coordinates

define the ‘‘hoarseness diagram’’ that allows a quantitative
description and graphical interpretation of pathological voice
quality ~Michaeliset al., 1997b; Fro¨hlich et al., 1997, 1998a,
b!.

The ‘‘hoarseness diagrams’’ of the large pathological
group and the normal group in Fig. 4 reveal that a large area
is covered by the pathologic voices. The normal voices are
clustered in the lower left region and supply a reference
when looking at the undifferentiated pathological group.

III. CONCLUSION

A two-dimensional description of voice quality was de-
rived from four acoustic voice quality measures. Three fea-
tures ~jitter, shimmer, mean period correlation MWC! de-
scribe different aspects of the signal irregularity. Mutual
information analysis revealed that the best jitter and shimmer
measures chosen from a list of 12 possible ones were the
PPQ averaging 3 periods (j 3) and the EPQ averaging 15
periods (s15). Results of the PCA suggest that these three
measures contribute in roughly equal parts to a common di-
mension.

An additional feature supplying new information about a
pathological voice was determined from a list of measures
capable to describe the noise content of a speech signal. Cor-

TABLE VII. Relative contribution of the four features MWC,j 3, s15, and
gne3 to the two principal axes rotated by 63.9 degrees. The rotation to a
minimization of the fourth feature~gne3! in the first principal direction~top:
exact values, bottom: balanced idealization used for the ‘‘hoarseness dia-
gram’’!.

Principal direction MWC j 3 s15 gne3

1 0.499 0.606 0.619 0.000
2 20.172 0.078 0.063 0.980

factors used in the ‘‘hoarseness diagram’’:
1 0.577 0.577 0.577 0.000
2 0 0 0 1

FIG. 4. ‘‘Hoarseness diagram’’ for the large pathological group~top! and
the normal group~bottom!. Each analysis frame is represented by one point
with the coordinates given by Eqs.~7! and ~8!.
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relation analysis, mutual information analysis, and principal
components analysis consistently showed GNE with a 3-kHz
bandwidth of the Hilbert envelopes as the best additional
measure. Compared to CHNR and NNE, GNE correlated
less with jitter and shimmer for pathologic voices and not
significantly for normal voices. Therefore GNE should be
given preference for the independent measurement of addi-
tive noise.

The four features found to give the best description of a
pathological voice were used to define the ‘‘hoarseness dia-
gram.’’ In this diagram jitter, shimmer, and period correla-
tion contribute in equal parts to thex-coordinate while a
linear function of the GNE defines they-coordinate. The
‘‘hoarseness diagram’’ has already proven to be valuable in
differentiating between various phonation mechanisms and
specific vocal pathologies~Michaeliset al., 1997b; Fro¨hlich
et al., 1998a,b!, as well as in monitoring the progress of
voices during voice rehabilitation~Fröhlich et al., 1998a, b!.
Its correlation to perceptual voice qualities has been shown
~Zwirner et al., 1998!.
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APPENDIX

The glottal-to-noise excitation ratio~GNE! is designed
as an acoustic measure to assess noise in a pulse train that is
typically generated by the oscillation of the vocal folds
~Michaelis and Strube, 1995; Michaeliset al., 1997a!. It is
based on the assumption that glottal pulses resulting from the
collision of the vocal folds lead to a synchronous excitation
of different frequency bands. Turbulent noise generated at a
constriction, on the other hand, leads to an uncorrelated ex-
citation. The synchronism is expressed by the correlations
between envelopes calculated for the different frequency
bands.

The algorithm to calculate the GNE~more precisely to
calculate gne3 according to Table II! looks as follows~for a
more detailed description see Michaeliset al., 1997a!: ~1!
linear-predictive inverse filtering of the speech signal to ob-
tain glottal pulses~if present!; ~2! bandpass filtering of the
residual signal in the frequency domain by applying Hanning
windows~3000 Hz width! at different center frequencies;~3!
calculation of the Hilbert envelopes for each frequency band
in the frequency domain and back-transformation to the time
domain; ~4! calculation of correlation coefficients between
the different Hilbert envelopes for lags in the range
20.3 ms<t<0.3 ms~difference of center frequencies has to
be at least 1500 Hz!; ~5! maximum correlation coefficient
defines the GNE.

GNE is sensitive to broadband noise, which was tested
in a study using synthetic signals~Michaeliset al., 1997a!. It

reaches its maximum value of 1.0 if the envelopes in two
different frequency bands are exactly the same.

However, a general restriction for the generalization of
results on synthetic signals lies in the appropriateness of the
model used to generate the data. Therefore tests on real
speech are equally important. The performance of the GNE
has already been discussed for several case studies of various
voice conditions~Fröhlich et al., 1997!. Generally, for real
voices, white or high-frequent noise might be present in the
speech signal at a level at which it already affects the higher
harmonics~due to the spectral tilt! while the lower harmon-
ics still remain relatively unchanged. Since voice signals
contain most energy at the low frequencies, in this case the
signal periodicity—insofar as it existed—would be hardly
affected. However, the correlation between the envelopes in
the different bands would be diminished considerably.
Therefore, a lower GNE would result.

In such a situation, both an increase of the noise level
and a stronger spectral tilt would show up as a further de-
crease in the GNE. Both aspects have been correlated with
breathy voice quality~Hammarberget al., 1981; Klatt and
Klatt, 1990; Hillenbrandet al., 1994; Dejonckere, 1995!
which in turn indicates the glottal phonation conditions ac-
cording to some studies~Fritzell et al., 1983b; So¨dersten and
Lindestad, 1990!. Therefore GNE is a promising acoustic
feature in the assessment of voice quality with regard to per-
ceptual qualities~Zwirner et al., 1998! or to physiological
conditions~Fröhlich et al., 1998a, b!.

1SinceB is a function ofM , the definition ofDI R in a strict sense is given
by DI R5 limM→`(B2(I 42I 3))/ld(M ). Due to the finite amount of data
this equation cannot be applied, but care has to be taken to use enough data
points for Eq.~6!.

2$ j 3,s15% will also be determined as the best combination of jitter and shim-
mer measures by mutual information analysis in Sec. II C. Therefore only
differences between correlation coefficients with regard to this specific pair
of measures were tested for their significance in order to keep the number
of tests down to a manageable size.

3Two-dimensional plots for different sets of random numbers generated by
the internal random number algorithm of the computer exhibited clustered
structures. These structures indicated that a uniform distribution using this
random number generator was not realized. A much better way of obtaining
uniformly distributed values was by taking the sample values of a recording
of a whispered voice.

4This illustrates again the restrictions that apply to results of the mutual
information analysis. The numerical value ofDI R does not allow to draw
conclusions as to the ‘‘knowledge’’ gained by the addition of the new
‘‘feature.’’ However, once the usefulness of a feature is established by
other methods or by theory,DI R represents a ‘‘gain of information’’ in the
conventional meaning.
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Effects of local speaking rate context on the perception of voice-
onset time in initial stop consonants
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This study explored the prediction that local speaking rate context affects the perception of
voice-onset time~VOT! in initial stop consonants not only for ambiguous stimuli at the category
boundary, but also for good exemplars from the category center@Volaitis and Miller, J. Acoust. Soc.
Am. 92, 723–735~1992!#. Naturally produced exemplars of the voiceless phonetic category were
presented in the context of syllables produced at fast or slow speaking rates in a series of perceptual
tasks, including phonetic discrimination, identification, and goodness rating. The results from all
three tasks revealed no effects of speaking rate context on the perception of VOT in initial stop
consonants. Rather, it appears that listeners perceive longer VOTs as better exemplars of the
voiceless phonetic category, irrespective of the rate context. Further, an additional condition, in
which the instructions and familiarization tasks presented prior to the administration of the
perceptual tests were similar to those used by Volaitis and Miller@J. Acoust. Soc. Am.92, 723–735
~1992!#, revealed that the previous results may have been influenced by the experimental design.
© 1998 Acoustical Society of America.@S0001-4966~98!05201-1#

PACS numbers: 43.71.2k, 43.71.An, 43.71.Es@WS#

INTRODUCTION

Voice-onset time, i.e., the amount of time between the
release of a consonant and the onset of glottal phonation, is a
well-established acoustic cue to the perception of the voicing
contrast in initial stop consonants. Voiceless stops in English
are associated with long voice-onset times~VOTs! relative to
voiced stops, and listeners demonstrate a clear perceptual
boundary between voiced and voiceless phonetic categories
that corresponds to differences in VOT. Nonetheless, the
production of VOT is influenced by speaking rate. At slower
speaking rates, overall syllable duration increases, and VOT
values for voiceless and~to a lesser extent! voiced stop con-
sonants are longer than at faster rates~Diehl et al., 1980;
Summerfield, 1975!. In addition, the frequency distribution
of VOT values for voiceless consonants is wider at slow
rates than at fast rates, and the VOT value that optimally
distinguishes between the voiced and voiceless categories
shifts toward longer values at slower rates~Miller et al.,
1986!.

Some evidence suggests that the perception of VOT is
also affected by speaking rate. The influence of the duration
of the target syllable on phonetic identification has been in-
vestigated in a number of studies. In particular, Summerfield
~1981! examined the effect of rate on the perception of the
voicing contrast in initial stops using synthetic VOT con-
tinua from /biz/ to /piz/ that differed in overall syllable du-
ration. An identification task revealed that, as syllables be-
came longer, the perceptual boundary between voiced and
voiceless stops and the distribution of identification re-
sponses for both categories shifted toward longer VOT val-

ues, although this shift was smaller in magnitude than that
observed in VOT analyses of speech production across
speaking rates~cf. Pind, 1995!.

Some researchers have suggested that, like other percep-
tual categories~e.g., Rosch, 1975!, phonetic categories are
arranged in terms of a best exemplar or prototype, and that
acoustic tokens are judged in terms of their distance from
this prototype. Samuel~1982! investigated this possibility in
voiced and voiceless stop consonants using a selective adap-
tation paradigm. Goodness judgments of the syllable /ga/
along a VOT continuum from /ga/ to /ka/ were obtained, and
syllables from the extreme end of the category, the category
center, and closest to the category boundary were used as
adapters in a phonetic identification task. Significantly
greater adaptation was found for the central stimuli than for
either of the lower-rated stimuli. These findings indicate that
the best-rated central stimulus acted as a category prototype,
and was more likely to influence phonetic categorization
than surrounding stimuli on the continuum. Thus phonetic
categories appear to possess an internal structure consisting
of a central prototype and a surrounding distribution of less
typical exemplars, which may be closer to or further from the
category boundary~cf. Kuhl, 1991!.

The effect of speaking rate on phonetic prototypes was
explored by Miller and Volaitis~1989!, who synthesized
VOT continua from /bi/ to /pi/ to /*pi/ ~an ‘‘exaggerated,
breathy version’’ of the syllable /pi/!, keeping syllable dura-
tion constant at either 125 or 325 ms. The two syllable du-
rations were representative of a fast and a slow speaking rate,
respectively. Subjects were asked to identify stimuli from the
two continua as B, P, or*P, and to rate the goodness of each
stimulus as a member of the phonetic category /p/ on a scale
of 1–10. Results of the identification task revealed signifi-
cant effects of syllable duration on both boundary location
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and category distribution, such that at the longer syllable
duration, the B-P and P-*P boundaries shifted toward longer
VOT values, and the overall distribution of the B, P, and*P
categories broadened to include a wider range of values than
at the shorter syllable duration. Mean goodness judgments of
the same stimuli showed that the range of values defining a
good exemplar of the /p/ category broadened at the longer
syllable duration, and that this range moved toward longer
VOT values. In a similar study examining velar as well as
labial stop consonants, Volaitis and Miller~1992! demon-
strated that both the peak of the category distribution for
voiceless stops and the best-exemplar range shift signifi-
cantly toward longer VOT values at longer syllable dura-
tions. In addition, shifts in the phonetic boundary and cat-
egory distributions for voiced and voiceless stops have also
been obtained when the rate of a context sentence, rather
than overall syllable duration, serves as a cue to speaking
rate ~Waylandet al., 1992!.

Taken together, the above findings indicate that speak-
ing rate context affects the perception of voicing in initial
stop consonants. Of particular importance is the claim made
by Volaitis and Miller ~1992! that rate context cued by syl-
lable duration affects not only ambiguous stimuli at the cat-
egory boundary, but good exemplars from the category cen-
ter. Volaitis and Miller ~1992! observe that ‘‘as syllable
duration increased@for their stimuli#, so too did the VOT
values of stimuli considered to be the best exemplars—the
prototypic members—of the voiceless category’’~p. 731!.
They go on to suggest that ‘‘context-dependent processing
...might, in general, operate beyond the boundaries between
phonetic categories, well within the categories themselves’’
~p. 732!. This claim marks a departure from the conclusions
made in previous studies of speaking rate, which have typi-
cally only shown shifts in the perception of boundary stimuli
in VOT continua. This view predicts that the perception of
stimuli that are good exemplars of the voiceless phonetic
category should also be influenced by the speaking rate con-
text in which they are perceived. Specifically, a VOT value
that is perceived as a good exemplar of a phonetic category
in one speaking rate context may be perceived as a poorer
exemplar in a different speaking rate context.

The present study tested this prediction by examining
the effects of speaking rate context on the perception of natu-
rally produced VOTs that represent good exemplars of the
voiceless phonetic category. The stimuli consisted of a set of
CVC words with initial voiceless stops. These stimuli were
produced at two different speaking rates, a fast rate and a
slow rate. Thus rather than representing a continuum of VOT
values from voiced to voiceless with an ambiguous boundary
region, the initial consonant of each stimulus was an unam-
biguous exemplar of a voiceless consonant spoken at a fast
or a slow speaking rate. These consonants were presented in
the context of syllables spoken at fast and slow rates. That is,
each VOT was presented with a fast rate syllable context,
and a slow rate syllable context. Thus each VOT was either
compatible or incompatible with the speaking rate of the
remainder of the syllable.

It is important to note that studies using syllable duration
as a rate cue have for the most part based their perceptual

findings on synthetic continua in which syllable duration is
held constant and VOT is varied across a considerable range.
For example, Miller and Volaitis~1989! maintained the du-
ration of CV syllables at 125 and 325 ms, while varying
VOT in 10-ms steps from 10 to 120 ms and 10 to 320 ms,
respectively. However, one effect of this manipulation is that
vowel duration varies concomitantly with VOT, such that at
longer VOTs the vowel can be as brief as 5 ms~approxi-
mately the length of a single pitch period!. Data from studies
of rate effects on speech production indicate that as VOT
increases at slower speaking rates, vowel duration also in-
creases, contributing to the overall increase in syllable dura-
tion at slower rates~Miller et al., 1986; cf. Kessinger and
Blumstein, 1996!. Thus increasing VOT while decreasing
vowel duration may exaggerate the magnitude of the effects
of overall syllable duration on phonetic perception in natural
speech, by producing a trading relation between VOT and
vowel duration. However, such a trading relation does not
naturally occur as a result of a change in speaking rate. The
present research avoids this potential difficulty by using
natural speech syllables spoken at different rates, holding the
duration of the following vowel~rather than the overall syl-
lable duration! constant at a particular rate as VOT varies~cf.
Summerfield, 1981!.

Tests of accuracy and reaction time in phoneme dis-
crimination and identification were administered to deter-
mine whether compatibility with the speaking rate context
influences the way in which VOT is perceived. These tasks
have been used in previous studies of phonetic perception as
measures of acoustic sensitivity, and as a means of compar-
ing the relative goodness of a set of phonetic exemplars.
Specifically, listeners have shown increased reaction times in
phonetic discrimination tasks for ‘‘same’’ responses to
stimulus pairs that are acoustically different, suggesting that
they are perceptually sensitive to the acoustic difference
~Pisoni and Tash, 1974; Utmanet al., 1996; Utman, 1997!.
Further, increased response times and reduced accuracy to
acoustically manipulated stimuli in phonetic identification
tasks have been interpreted as an indication that these stimuli
are perceived as poorer exemplars of the intended phonetic
category~Andruskiet al., 1994!. In the phoneme discrimina-
tion task in the present experiment, listeners were asked to
judge as ‘‘same’’ or ‘‘different’’ pairs of words that contain
VOTs for voiceless stops produced at the same rate~e.g.,
pfasteace-pfasteace! and VOTs for voiceless stops produced at
different rates~e.g., psloweace-pfasteace!. In the identification
task, VOTs from fast and slow speaking rates were presented
in a compatible rate context~e.g., pfasteacefast; psloweaceslow!
and an incompatible rate context ~e.g.,
pfasteaceslow; psloweacefast!. Listeners were asked to identify
these VOTs as belonging to the voiced or voiceless category.
Response times and accuracy were measured for both tasks.

Based on the previous findings of Volaitis and Miller
~1992!, it was predicted that listeners would be perceptually
sensitive to the acoustic difference between VOTs produced
at fast and slow speaking rates. Thus whereas listeners were
expected to judge VOTs from fast and slow speaking rates as
belonging to the same phonetic category in the discrimina-
tion task, they were expected to show longer reaction times
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to VOTs from different speaking rates than to VOTs from
the same speaking rate. Further, VOTs that were compatible
with the rate context were expected to be perceived as better
exemplars of their phonetic category. Therefore these VOTs
were expected to be identified faster and more accurately
than VOTs that were incompatible with the rate context in
the phonetic identification task.

I. EXPERIMENT 1: PHONEME DISCRIMINATION AND
IDENTIFICATION

A. Method

1. Stimuli

The stimulus list consisted of 26 CVC~C! words that
began with the phonemes /p/, /t/, or /k/. The stimuli were
recorded by a 37-year-old phonetically trained male speaker
of English who had lived in the Providence, RI area for
approximately six years. The stimuli were presented to him
for recording in orthographic form, and the speaker was
asked to read through the stimulus list silently before taping
began. All stimuli were read at two rates: 40 words per
minute~wpm! and 120 wpm. A metronome was used to time
the utterances produced by the speaker, who was asked to
articulate each item between the clicks of the metronome.
The clicks, which were presented over a single earphone,
were audible only to the speaker and were not detected by
the recording equipment. At each rate, the speaker produced
eight repetitions of each stimulus item. The utterances were
recorded in a sound-treated room using a Nagra 4.5 reel-to-
reel tape recorder with a Sony electret condenser micro-
phone.

Items were digitized onto a MicroVAX computer at a
20-kHz sampling rate with a 9.0-kHz low-pass filter and a
12-bit quantization. The eight repetitions of each /p,t,k/ word
were analyzed using the Bliss waveform editor. Voice onset
times ~VOTs! were measured by placing cursors at zero-
crossings demarcating the burst onset and the onset of pho-
nation ~i.e., the onset of the first glottal pulse!. Vowel dura-
tions were measured from the onset of phonation to the end
of the vowel, which was defined as follows: for stimuli end-
ing in a stop or affricate, the offset of phonation or the onset
of the closure interval; for stimuli ending in a fricative, the
onset of the fricative noise; and for stimuli ending in a nasal
consonant or a liquid, the offset of the vowel as determined
visually by a change in the overall shape of the waveform, as
well as auditorily. Vowel and VOT durations were evaluated
separately for each token. At the fast rate~120 wpm!, the
shortest durations obtained for both VOTs and vowels were
selected for splicing; at the slow rate~40 wpm!, the longest
durations were selected. These extreme values were chosen
in order to maximize the duration difference between stimuli
produced at different speaking rates; however, tokens were
rejected if they were deemed by the experimenter to be poor
or ambiguous exemplars of the intended phonetic category.
If the most extreme VOT and vowel duration for a particular
test item were obtained for the same token of that test item,
a similar VOT or vowel duration from another token of that
utterance was used in splicing. This was done so that no
stimulus item would contain a VOT and a syllabic offset

from the same token. At the fast rate, the mean VOT of
selected items was 48 ms, and the mean vowel duration was
140 ms; at the slow rate, the mean VOT was 148 ms, and the
mean vowel duration was 444 ms. Thus the temporal rela-
tionship between segments spoken at a slow rate and seg-
ments spoken at a fast rate~both VOTs and vowels! was
about 3:1. The stimuli were then cross-spliced as follows
~see Table I!: VOTs from both the fast and slow rates were
spliced onto the final portions of the test syllables~onset of
phonation to termination of the final consonant! from both
the fast and slow rates, so that, at each rate, test items con-
sisted of a syllable offset with a fast VOT, and a syllable
offset with a slow VOT. Syllable offset therefore served as
the local speaking rate context, and VOTs were either com-
patible or incompatible with this context. In other words,
while all test items were cross-spliced in the same manner, in
some cases the VOT was compatible with the speaking rate
of the following vowel and final consonant, and in some
cases the VOT was incompatible with this rate. All test
stimuli ~compatible and incompatible! were edited in this
way to eliminate a possible artifact of acoustic manipulation:
if items in the incompatible condition were edited and items
in the incompatible condition were not, it would not be pos-
sible to separate the effects of rate compatibility from pos-
sible effects of stimulus editing~e.g., potential discontinui-
ties in formant trajectories!. Cross-splicing resulted in four
types of test items~a total of 104 stimuli!, illustrated in Table
I: fast VOT-fast rate~compatible, 26 items!; fast VOT-slow
rate~incompatible, 26 items!; slow VOT-fast rate~incompat-
ible, 26 items!; and slow VOT-slow rate~compatible, 26
items!. Spectrograms of a representative series of test items
are shown in Figs. 1 and 2.

2. Subjects

Forty students at Brown University, all monolingual na-
tive speakers of English between the ages of 18 and 35, were
paid for their participation. None of the subjects reported any
hearing impairment, and all were naive to the purpose of the
experiment.

3. Procedure

Subjects were seated in a sound-treated booth in front of
a response box. Prior to each testing session, subjects were
instructed to respond to the stimuli as quickly and as accu-
rately as possible, to use only their dominant hand, and to
respond even if they were unsure of their answer. Subjects
were tested in groups of 1 to 3 in a single testing session. All
stimuli were presented via Sony MDR-V2 headphones at a
comfortable listening level.

TABLE I. Examples of cross-spliced stimuli for the target word ‘‘peace.’’
Stimuli for which the VOT and syllable speaking rates are compatible are
shown in shaded cells.
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FIG. 1. Spectrograms of a series of cross-spliced stimuli in the fast rate condition~i.e., syllabic offsets produced at a fast speaking rate!, with VOTs ranging
from voiced to fast~voiceless! to slow ~voiceless!. In the center panel, the VOT is compatible with the rate context~fast VOT-fast rate!, and in the bottom
panel, the VOT is incompatible with the rate context~slow VOT-fast rate!. In the top panel, the voiced counterpart of the initial voiceless stop~spoken at a
fast rate! has been spliced on to the same syllabic offset.
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FIG. 2. Spectrograms of a series of cross-spliced stimuli in the slow rate condition, with VOTs ranging from voiced to fast~voiceless! to slow ~voiceless!. In
the center panel, the VOT is incompatible with the rate context~fast VOT-slow rate!, and in the bottom panel, the VOT is compatible with the rate context
~slow VOT-slow rate!. In the top panel, the voiced counterpart of the initial voiceless stop~spoken at a slow rate! has been spliced on to the same syllabic
offset.
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As discussed above, local speaking rate context was de-
fined as the rate at which the syllabic offset was produced.
To preserve the overall naturalness of the stimulus list,
stimuli were blocked by rate context for presentation to sub-
jects. Thus 20 of the 40 subjects were presented with syllabic
contexts recorded at a fast rate, and the remaining 20 sub-
jects received the slow rate condition. Stimuli were blocked
by rate between subjects in this manner for both the discrimi-
nation and identification tasks.

The discrimination task was designed to ensure that lis-
teners were perceptually sensitive to the acoustic difference
between fast VOTs and slow VOTs within a single speaking
rate context. The stimuli for this task consisted of the spliced
test items, with items from compatible VOT conditions pre-
ceded either by the same compatible VOT word, e.g.,
pfasteacefast-pfasteacefast ~fast rate condition!;
psloweaceslow-psloweaceslow ~slow rate condition!, or by the in-
compatible VOT word, e.g., psloweacefast-pfasteacefast ~fast rate
condition!; pfasteaceslow-psloweaceslow ~slow rate condition!,
for a total of 52 test pairs. Thus the VOTs for the voiceless
stop consonants in each test pair were either acoustically
identical ~i.e., from the same speaking rate! or acoustically
different ~i.e., from two different speaking rates!. Distractors
~i.e., different trials! were created by splicing voiced onsets
from compatible rates onto the VC offsets of the test stimuli
and pairing these with compatible VOT words in the same
manner described above for the test stimuli, e.g.,
bfasteacefast-pfasteacefast ~fast rate condition!;
bsloweaceslow-psloweaceslow ~slow rate condition!, for a total of
52 distractor pairs. The syllabic offsets in each pair~both test
pairs and distractor pairs! were always acoustically identical.
Spectrograms of representative voiced distractor stimuli at
both speaking rates are shown in Figs. 1 and 2. The 104
stimulus pairs~52 test pairs and 52 distractors! were pre-
sented to subjects in random order with a 50-ms inter-
stimulus interval ~ISI! and a 3000-ms inter-trial interval
~ITI !. A practice test consisting of 16 pairs~eight test pairs
and eight distractors! was presented prior to the beginning of
the test series. Subjects were asked to indicate whether each
pair sounded the same or different using their own criterion
by pressing one of two buttons marked ‘‘same’’ and ‘‘differ-
ent.’’ Listeners were not given an explicit criterion on which
to base their judgments, in order to avoid influencing their
perception of the acoustic characteristics of the stimuli. It
was expected on the basis of previous results~Pisoni and
Tash, 1974; Utmanet al., 1996; Utman, 1997! that listeners
would use a phonetic criterion. That is, listeners were ex-
pected to respond ‘‘same’’ to stimuli from the same phonetic
category even for pairs that were not acoustically identical,
and to respond ‘‘different’’ to stimuli belonging to different
phonetic categories. Further, if listeners were perceptually
sensitive to the acoustic difference between fast VOTs and
slow VOTs, response times were expected to be slower for
‘‘same’’ responses to pairs containing acoustically different
VOTs than to pairs containing acoustically identical VOTs.
Listeners were expected to demonstrate sensitivity to this
acoustic difference in both rate contexts.

The identification task was designed to determine
whether the perception of VOTs as exemplars of the voice-

less phonetic category is influenced by local speaking rate
context. The stimuli consisted of test items with compatible
and incompatible VOTs, presented in isolation. The initial
voiced tokens from the discrimination task served as distrac-
tors, and were presented twice so that there were an equal
number of voiceless test items and voiced distractors. The 52
test items and 52 distractors were presented in random order,
with an ITI of 3000 ms. A practice test consisting of 16 items
~eight test words and eight distractors! was presented prior to
the beginning of the test series. Subjects were asked to indi-
cate whether each item began with the sound /p/, /t/, /k/, /b/,
/d/, or /g/ by pressing one of two response buttons, one
marked with the letters ‘‘p t k’’ and the other marked ‘‘b d
g.’’ Based on the findings of Volaitis and Miller~1992!, it
was predicted that listeners would be faster and more accu-
rate in identifying VOTs that were compatible with the
speaking rate context than VOTs that were incompatible
with the speaking rate context.

Responses and reaction times for both tasks were re-
corded by the Gateway 486 that controlled the experiment.
Reaction times were measured from the offset of the second
stimulus in the test pair for the discrimination task, and from
the offset of the isolated word in the identification task.

B. Results

1. Discrimination task

The results of the discrimination task were scored for
responses~‘‘same’’ or ‘‘different’’ ! and reaction time. Reac-
tion times that were more than two standard deviations from
the mean for each subject in each condition were eliminated
from the analysis. As predicted, subjects responded ‘‘same’’
to both identical and acoustically different pairs: in the fast
rate condition, on average subjects responded ‘‘same’’ to
91.9% of identical~fast VOT-fast VOT pairs! and to 86.0%
of acoustically different~slow VOT-fast VOT pairs!, and in
the slow rate condition, on average subjects responded
‘‘same’’ to 93.5% of identical~slow VOT-slow VOT! pairs
and to 91.2% of acoustically different~fast VOT-slow VOT!
pairs. A two-way analysis of variance~ANOVA ! was per-
formed across subjects with rate context~fast versus slow
syllabic offset! as a between-subjects factor and VOT~iden-
tical versus different! as a within-subjects factor. In addition,
to determine whether the pattern of results generalized across
stimulus items and thus avoid the fixed-effect fallacy
~Church, 1973!, an additional ANOVA was performed with
items as the sampling variable. Rate and VOT were treated
as within-subjects factors in the item analysis. Both the sub-
ject and item analyses revealed a significant main effect of
VOT @subject F(1,38)525.184; p,0.0001, itemF(1,25)
510.108; p,0.01#, reflecting a greater number of ‘‘same’’
responses when the VOTs within a stimulus pair were iden-
tical than when they were acoustically different. Thus listen-
ers were perceptually sensitive to the acoustic difference be-
tween fast VOTs and slow VOTs in both rate contexts. A
significant main effect of rate was obtained in the subject
analysis@F(1,38)58.573;p,0.01#, due to a greater number
of ‘‘same’’ responses in the slow rate context than in the fast
rate context. Thus listeners may have been more sensitive to
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the acoustic difference between fast VOTs and slow VOTs at
the fast rate than at the slow rate, which suggests that rate
context may have influenced perceptual sensitivity to the
VOT difference. This possibility was supported by the sig-
nificant rate3VOT interaction in the subject analysis@
F(1,38)54.917; p,0.05#, which was attributable to the
smaller number of ‘‘same’’ judgments to acoustically differ-
ent VOTs at the fast rate than at the slow rate. However,
neither the main effect of rate nor the rate3VOT interaction
were significant in the item analysis, suggesting that any in-
fluence of rate context on perceptual sensitivity was weak
and did not generalize across items.

A bar plot of the reaction time data for ‘‘same’’ re-
sponses is shown in Fig. 3. Two-way subject and item
ANOVAs were performed on the response times to ‘‘same’’
responses with rate~fast versus slow! as a between-subjects
factor and VOT ~identical versus different! as a within-
subjects factor in the subject analysis and rate and VOT as
within-subjects factors in the item analysis. These revealed a
significant main effect of rate@subjectF(1,38)512.106; p
,0.01, item F(1,25)538.488; p,0.0001# such that sub-
jects’ response times were shorter in the slow rate condition
than in the fast rate condition. This effect is not surprising,
given that stimuli were longer in duration in the slow rate
condition, and reaction times were measured from stimulus
offset. A significant main effect of VOT@subjectF(1,38)
57.283;p,0.05, itemF(1,25)511.936;p,0.01# was also
obtained, such that response times for ‘‘same’’ judgments to
acoustically different pairs were significantly longer than re-
sponse times to identical pairs. As in the analysis of ‘‘same’’
responses, this effect indicates that listeners were sensitive to
the acoustic difference between fast VOTs and slow VOTs in
both rate contexts. However, unlike the analysis of ‘‘same’’
responses, the rate3VOT interaction was not significant in
the subject analysis or in the item analysis for the reaction
time data. Thus there was no significant effect of rate context
on reaction times in the discrimination task. Taken together,
the results of the ‘‘same’’ response and reaction time analy-
ses demonstrate that listeners were able to detect the acoustic
difference between fast VOTs and slow VOTs. Further, any
effect of rate context on perceptual sensitivity to this differ-
ence was weak, emerging only in the subject analysis of
responses and failing to emerge in the reaction time data.

2. Identification task

The results of the identification task were scored for
errors and reaction time. Response times that were more than
two standard deviations from the mean for each subject in
each condition were eliminated from the analysis. In the fast
rate condition, on average subjects correctly identified 92.9%
of initial segments in the fast VOT condition and 94.0% in
the slow VOT condition as voiceless. In the slow rate con-
dition, results were similar; on average subjects identified
92.9% of initial segments in the fast VOT condition and
93.8% in the slow VOT condition as voiceless. These results
indicate that subjects did in fact consistently identify the ini-
tial segments as belonging to the voiceless category. Two-
way subject and item ANOVAs were performed on the in-
correct responses in the identification task with rate~fast
versus slow! as a between-subjects factor and VOT~fast ver-
sus slow! as a within-subjects factor in the subject analysis
and rate and VOT as within-subjects factors in the item
analysis. A significant main effect of VOT emerged@subject
F(1,38)57.158; p,0.05, item F(1,25)54.355; p,0.05#
such that across speaking rates, subjects made more errors in
the fast VOT condition than in the slow VOT condition.
Thus on average more fast VOTs were misidentified as
voiced consonants than slow VOTs, irrespective of rate con-
text. Further, there was no significant main effect of rate and
no rate3VOT interaction, suggesting that the effect of VOT
on phoneme identification was independent of rate context.
However, the fact that listeners were highly accurate in iden-
tifying the test stimuli as voiceless in all conditions raises the
possibility that the lack of an interaction represents a ceiling
effect. Thus it was necessary to examine the pattern of re-
sponse times before concluding that rate context failed to
influence phonetic identification.

Analyses of subjects’ response times for correct re-
sponses in the identification task supported the findings of
the accuracy analysis. Mean response times are plotted in
Fig. 4. Two-way subject and item ANOVAs, with rate~fast
versus slow! as a between-subjects factor and VOT~fast ver-
sus slow! as a within-subjects factor in the subject analysis
and rate and VOT as within-subjects factors in the item
analysis, were performed on the reaction time data. These
analyses revealed a significant main effect of rate@subject

FIG. 3. Mean response times in milliseconds for ‘‘same’’ responses to test
pairs containing acoustically identical and acoustically different VOTs
across speaking rate contexts in the discrimination task~experiment 1!.

FIG. 4. Mean response times in milliseconds for correct~voiceless! re-
sponses to fast VOTs and slow VOTs across speaking rate contexts in the
identification task~experiment 1!.
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F(1,38)514.705; p,0.001, item F(1,25)5209.387; p
,0.0001#, such that response times were significantly
shorter in the slow rate condition than in the fast rate condi-
tion. As in the discrimination analysis, this effect is attribut-
able to the measurement of reaction time from stimulus off-
set: in the slow rate condition, target stimuli are longer,
giving listeners more time to identify the initial segment be-
fore the offset of the stimulus. A significant main effect of
VOT was also obtained@subject F(1,38)570.190; p
,0.0001, itemF(1,25)512.111; p,0.01#, such that re-
sponse times to fast VOTs were significantly longer than to
slow VOTs. Thus listeners were faster to identify slow VOTs
as voiceless than fast VOTs, suggesting that slow VOTs rep-
resent better exemplars of the voiceless category. As in the
accuracy analysis, no significant rate3VOT interaction
emerged, indicating that the effect of VOT on reaction times
in the identification task was independent of rate context.
Taken together, the results of the accuracy and reaction time
analyses indicate that speaking rate context did not influence
VOT identification. That is, subjects identified targets in the
slow VOT condition more accurately and more rapidly than
targets in the fast VOT condition, irrespective of rate.

C. Discussion

The results of the discrimination task indicate that, as
predicted, listeners were perceptually sensitive to the acous-
tic difference between fast VOTs and slow VOTs presented
in both rate contexts. That is, listeners demonstrated longer
reaction times and decreased ‘‘same’’ responses when a
stimulus pair contained VOTs from two different speaking
rates. Listeners in the fast rate condition were slightly more
sensitive to this difference than listeners in the slow rate
condition. One possible explanation for this finding is the
duration of the stimuli in each rate condition. At the slow
rate, stimuli were longer overall than at the fast rate. Thus
there was more acoustic information intervening between the
presentation of the first stimulus and the presentation of the
second stimulus in the slow rate condition. Listeners may
therefore have had more difficulty in detecting the acoustic
difference between the two stimuli. Nevertheless, the effect
of rate context on perceptual sensitivity was weak, and failed
to emerge in the reaction time analysis or to generalize
across items in the analysis of ‘‘same’’ responses.

The pattern of performance obtained in the identification
task does not support the previous findings of Volaitis and
Miller ~1992! that speaking rate affects VOT perception even
for good exemplars of the voiceless phonetic category. Lis-
teners were faster and more accurate at identifying slow
VOTs than fast VOTs, irrespective of rate context. That is,
the compatibility of a VOT with the rate context did not
influence its identification as a member of the voiceless cat-
egory. That listeners showed better performance for slow
VOTs may reflect the fact that slow VOTs were further from
the phonetic category boundary than fast VOTs, and hence
less potentially confusable with a voiced stimulus.

It is important to note that the methodology of the cur-
rent study differs substantially from that used in previous
investigations of speaking rate and phonetic category struc-
ture. Specifically, Miller and Volaitis~1989! and Volaitis

and Miller ~1992! used a phonetic identification task consist-
ing of three choices, e.g., B, P, and*P, and a rating task in
which listeners judged the goodness of each stimulus relative
to the others in the set. In their investigations, the change in
rate primarily affected the P-*P boundary and the upper
bound of good exemplars for the voiceless category. As*P is
not a true phonetic category, it is difficult to interpret
changes in its distribution or perceptual boundaries relative
to actual phonetic categories. Further, it is not possible to
determine the extent to which this additional category influ-
enced the number of values identified as /p/ at the short syl-
lable duration. The use of a third category in the identifica-
tion task may have artificially narrowed the best-exemplar
range for voiceless consonants by causing subjects to inter-
pret these stimuli as falling into one of two categories.

Nevertheless, significant shifts in the peak of the distri-
bution for /p/ as well as the /b/-/p/ boundary were also ob-
tained as a function of rate context in these studies. Thus the
failure of the present experiment to demonstrate significant
effects of rate context on phonetic identification for good
exemplar stimuli requires further examination.

II. EXPERIMENT 2: GOODNESS RATINGS

In experiment 2, the stimuli in experiment 1 were pre-
sented in both a three-choice phonetic identification para-
digm and a goodness rating paradigm, modeled after those
used in Miller and Volaitis~1989! and Volaitis and Miller
~1992!. In these investigations, listeners were presented with
a familiarization series consisting of the test stimuli pre-
sented in order from shortest to longest VOT, and were in-
formed that the series represented a continuum from /b/ to /p/
to /*p/. Listeners were then given the three-choice identifi-
cation task, or the rating task. It was predicted that listeners
in the present experiment would show similar performance
on this task to that obtained in Miller and Volaitis~1989! and
Volaitis and Miller ~1992!. Specifically, listeners were ex-
pected to give higher goodness ratings to VOTs that were
compatible with the rate context than to VOTs that were
incompatible with the rate context. Moreover, identification
responses were expected to vary systematically as a function
of speaking rate. At the fast rate, listeners were expected to
identify a greater number of fast VOTs as /p/ and a greater
number of slow VOTs as /*p/ than at the slow rate when the
category choices included B, P, and*P.

In addition, a goodness rating task was administered to a
separate group of participants without a preceding familiar-
ization or identification series. The purpose of this additional
condition was to establish whether listeners without prior
specific information about the test series would rate the
stimuli in the same manner as listeners who had been in-
structed as to the nature of the stimuli before being asked to
rate them. The rationale for this condition was as follows:
because listeners in the Miller and Volaitis~1989! and Vol-
aitis and Miller ~1992! studies were informed that the test
stimuli represented a continuum from voiced to voiceless to
‘‘breathy’’ and were presented with an example of this con-
tinuum, they were in essence given an external model on
which to base their goodness judgments. This external model
may have differed from the listeners’ internal representation
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of the voiceless phonetic category~cf. Kuhl, 1991; Kuhl
et al., 1991!, and may therefore have produced a set of good-
ness ratings that failed to accurately reflect this internal rep-
resentation. The behavioral data in experiment 1 suggest that
listeners perceive slow VOTs as better exemplars of the
voiceless phonetic category than fast VOTs at both speaking
rates. Thus it is possible that in the absence of a familiariza-
tion or identification series, listeners would give higher
goodness ratings to slow VOTs than to fast VOTs irrespec-
tive of rate context.

A. Method

1. Stimuli

The same cross-spliced /p,t,k,/-initial word stimuli and
voiced distractors as in experiment 1 were used for both
rating tasks.

2. Subjects

Forty-eight students at Brown University, all monolin-
gual native speakers of English between the ages of 18 and
35, were paid for their participation. None of the subjects
reported any hearing impairment, and all were naive to the
purpose of the experiment. None of the subjects had partici-
pated in experiment 1.

3. Procedure

Subjects were seated in a sound-treated booth in front of
response boxes. Prior to each testing session, subjects were
instructed to respond to the stimuli as quickly and as accu-
rately as possible, to use only their dominant hand, and to
respond even if they were unsure of their answer. Subjects
were tested individually in a single testing session. All
stimuli were presented via Sony MDR-V2 headphones at a
comfortable listening level.

As in experiment 1, half of the subjects were presented
with stimuli from the fast rate condition~i.e., stimuli with
syllabic offsets produced at a fast speaking rate!, and the
remaining subjects received the slow rate condition. Stimuli
were blocked by rate between subjects in this manner for
both of the instruction conditions described below. In addi-
tion, the stimuli were blocked by place of articulation as in
Volaitis and Miller~1992!. All subjects received all places of
articulation, and the order of presentation of these blocks
was counterbalanced across subjects.

Twenty-four of the 48 subjects were assigned at random
to the explicit instruction condition. Subjects in this condi-
tion were given specific instructions regarding the nature of
the stimuli as well as familiarization tasks prior to receiving
the rating task, similar to the methodologies described in
Miller and Volaitis ~1989! and Volaitis and Miller~1992!.
For each place of articulation, a familiarization series and an
identification task were administered before the rating task.
The familiarization series consisted of a voiced counterpart,
followed by a short~fast! VOT and then a long~slow! VOT
~e.g., beace-pfasteace-psloweace!. The series was presented in
this order at both speaking rates. Subjects were told that the
first word in the series began with the voiced stop~e.g.,
‘‘B’’ !, the second word with the voiceless stop~e.g., ‘‘P’’!,

and the third word with an ‘‘exaggerated, breathy version’’
of the voiceless stop, which was labeled with an asterisk
~e.g., ‘‘*P’’ !. Subjects were instructed to listen carefully to
each word in the series, and were then presented with the
three-way forced-choice identification task. The identifica-
tion task consisted of the test items and voiced counterparts
presented in random order with an ITI of 2000 ms. Subjects
were instructed to identify the first sound of each word as
voiced, voiceless, or breathy by pressing one of three buttons
marked with phonetic category labels~e.g., ‘‘B,’’, ‘‘P,’’ or
‘‘ *P’’ !. Following the familiarization and identification se-
ries, subjects in the explicit instruction condition received a
goodness rating task. The test stimuli and their voiced coun-
terparts for each place of articulation were presented in ran-
dom order with an ITI of 2000 ms. Subjects were told that
the first sound in each word was an example of either /p/, /t/,
or /k/ ~depending upon the place of articulation for that
block!, and that for some words this sound would be a good
example of the phoneme and for others this sound would be
a poorer example of the phoneme. Subjects were then in-
structed to listen to each word and rate the first sound on a
scale of 1~very poor! to 7 ~very good!. Subjects responded
by pressing one of seven numbered buttons on a response
box, and were told to use all of the numbers in the scale and
to rate each word in relation to the other words in the list. A
practice test consisting of eight items~two test items with
VOTs compatible with the rate context, two with incompat-
ible VOTs, and four voiced distractors! was presented prior
to the beginning of the test series for each place of articula-
tion.

The remaining 24 subjects were assigned to the implicit
instruction condition. Subjects in this condition were ex-
pected to rate the stimuli based on their own internal criteria,
and were given minimal instruction regarding the nature of
the stimuli prior to the rating task. These subjects received
the same goodness rating task administered to subjects in the
explicit instruction condition,identical in every respectin-
cluding the instructions, the practice test, and the stimulus
items. However, in order that they not be given any external
model of the stimulus set that might influence their re-
sponses, these subjects did not receive the familiarization or
forced-choice identification series prior to receiving the
goodness rating task.

B. Results

1. Explicit instructions

The identification pretest was scored according to the
mean percentage of voiced~e.g., B!, voiceless~e.g., P!, and
breathy~e.g., *P! responses to fast VOTs and slow VOTs
across rate conditions. These data are shown in Table II.

To determine whether speaking rate context influenced
the identification of the test stimuli as members of the voice-
less phonetic category in the present experiment, two-way
subject and item ANOVAs were performed on the number of
voiceless responses across conditions, with rate~fast versus
slow! as a between-subjects factor in the subject analysis and
a within-subjects factor in the item analysis, and VOT~fast
VOT versus slow VOT! as a within-subjects factor in both
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analyses. Results revealed a significant main effect of VOT
@subject F(1,24)575.83, p,0.0001; item F(1,25)
5271.24, p,0.0001#, such that there were significantly
more voiceless responses to fast VOTs than to slow VOTs at
both speaking rates. This effect may be due to a large num-
ber of slow VOTs being categorized as breathy~see Table
II !. The main effect of rate was marginally significant in the
subject analysis@F(1,24)53.911, p50.05# and highly sig-
nificant in the item analysis@F(1,25)511.751, p,0.01#,
such that there were significantly more voiceless responses
in the fast rate context than in the slow rate context. Thus
listeners were more likely to categorize both fast and slow
VOTs as voiceless in the fast rate context than in the slow
rate context. In addition, the rate3VOT interaction was mar-
ginally significant in the subject analysis@F(1,24)53.123,
p50.09# and highly significant in the item analysis
@F(1,25)521.285, p,0.0001#. Post-hoc Neuman–Keuls
means comparisons revealed significantly more voiceless re-
sponses to fast VOTs in the fast rate context than in the slow
rate context. Thus rate context influenced the identification
of fast VOTs as members of the voiceless phonetic category.
However, there was no significant difference in the number
of voiceless responses to slow VOTs across rate contexts.

The increase in voiceless responses for fast VOTs at the
fast rate supports the findings of Miller and Volaitis~1989!
and Volaitis and Miller~1992!. However, it should be noted
that this increase in voiceless responses reflects a concomi-
tant decrease in breathy responses for fast VOTs at the fast
rate ~see Table II!. Based on the previous findings, it was
predicted that breathy responses wouldincreasein a fast rate
context as a result of the shorter overall syllable duration.
That is, it was expected that VOTs presented in a shorter
syllable context would be perceived as more breathy and
exaggerated than VOTs presented in a longer syllable con-
text. The present results indicate that, rather than perceiving
these VOTs as more breathy and exaggerated in a shorter
~fast! syllable context, listeners labeled the VOTs as closer to
the phonetic category center, i.e., aslessbreathy and exag-
gerated.

Mean goodness ratings were calculated for each subject
in each condition. A bar plot of these data is shown in Fig. 5.
Three-way subject and item ANOVAs with VOT~fast versus
slow! as a within subjects factor in both analyses, rate as a
between-subjects factor in the subject analysis and as a
within-subjects factor in the item analysis, and place of ar-
ticulation ~/p/ vs /t/ vs /k/! as a within-subjects factor in the

subject analysis and as a between-subjects factor in the item
analysis, were performed on the goodness rating data. A sig-
nificant rate3VOT @subjectF(1,22)54.225,p,0.05; item
F(2,23)5110.488, p,0.0001# interaction emerged.Post-
hoc Newman–Keuls means comparisons revealed that sub-
jects rated fast VOTs higher~i.e., better exemplars! than
slow VOTs in the fast rate condition, and rated slow VOTs
higher than fast VOTs in the slow rate condition. Thus sub-
jects gave higher goodness ratings to VOTs that were com-
patible with the rate context. This finding is compatible with
previous results obtained by Miller and Volaitis~1989! and
Volaitis and Miller ~1992!. No significant main effects of
rate, VOT, or place were obtained, and there were no other
significant interactions.

2. Implicit instructions

Mean goodness ratings were calculated for each subject
in each condition. A bar plot of these data is shown in Fig. 6.
The pattern of goodness ratings in the implicit instruction
condition differs substantially from that obtained in the ex-
plicit instruction condition. In fact, the results of the implicit
instruction condition are more compatible with the reaction
time and accuracy data obtained for the identification task
~experiment 1!. Three-way subject and item ANOVAs with
VOT ~fast versus slow! as a within-subjects factor in both
analyses, rate~fast versus slow! as a between-subjects factor
in the subject analysis and as a within-subjects factor in the
item analysis, and place of articulation~/p/ vs /t/ vs /k/!

TABLE II. Percentage of voiced, voiceless, and ‘‘breathy’’ responses to fast
VOTs and slow VOTs~voiceless stop consonants! as a function of speaking
rate context. Due to rounding, percentages within a condition may not sum
to 100.

Fast VOT Slow VOT

Fast rate context Voiced 0 0
Voiceless 89 40
‘‘Breathy’’ 8 59

Slow rate context Voiced 1 0
Voiceless 73 41
‘‘Breathy’’ 24 56

FIG. 5. Mean goodness ratings for fast VOTs and slow VOTs across speak-
ing rate contexts in the explicit instruction condition~experiment 2!.

FIG. 6. Mean goodness ratings for fast VOTs and slow VOTs across speak-
ing rate contexts in the implicit instruction condition~experiment 2!.
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as a within-subjects factor in the subject analysis and as a
between-subjects factor in the item analysis, were performed
on the rating data. Significant main effects of rate@subject
F(1,22)55.907, p,0.05; item F(1,23)551.057, p
,0.0001# and VOT @subject F(1,22)515.95, p,0.001;
item F(1,23)529.638,p,0.0001# emerged. Subjects rated
slow VOTs significantly higher~i.e., as better exemplars!
than fast VOTs across rates, and rated VOTs higher overall
in the slow rate condition than in the fast rate condition. As
in the identification task~experiment 1!, no significant
rate3VOT interaction emerged. Thus in the absence of ex-
plicit instructions and familiarization tasks, rate context did
not affect the pattern of goodness ratings for fast VOTs and
slow VOTs. While there was no significant main effect of
place, a significant place3VOT @subjectF(2,44)510.758,
p,0.001; item F(2,23)54.323, p,0.05# interaction
emerged, owing to the fact that listeners rated fast VOTs and
slow VOTs for /t/ equally, while slow VOTs were rated
higher than fast VOTs for both /p/ and /k/. The
place3rate3VOT interaction was significant in the item
analysis@item F(2,23)56.084,p,0.01# and marginally sig-
nificant in the subject analysis@subjectF(2,44)52.769, p
50.07#. Thus it appears that the /t/ place of articulation
showed a different pattern of goodness ratings from /p/ and
/k/. The data are plotted as a function of place of articulation
in Fig. 7. Post-hocNewman–Keuls means comparisons re-
vealed that listeners rated fast VOTs and slow VOTs for /t/
equally at the fast rate, but gave higher goodness ratings to
slow VOTs for /t/ at the slow rate.

C. Discussion

The results of the explicit instruction condition show
clear effects of speaking rate on goodness ratings and, to a
lesser extent, phonetic identification. When listeners were
instructed that the test stimuli represented a series from
voiced to voiceless to ‘‘breathy’’ and were given a three-
choice identification task prior to the goodness rating task,
their goodness ratings were consistent with the findings of
Miller and Volaitis ~1989! and Volaitis and Miller~1992!.
That is, listeners gave higher goodness ratings to VOTs that
were compatible with the rate context than to incompatible
VOTs. This finding demonstrates that listeners are sensitive

to both within-category differences in VOT resulting from a
change in speaking rate and to the rate context in which a
VOT occurs.

Effects of speaking rate context were also apparent in
the three-choice identification task in the explicit instruction
condition. Listeners’ responses to fast VOTs differed signifi-
cantly according to the rate context. At the fast rate, listeners
labeled a larger percentage of fast VOTs as voiceless than at
the slow rate. However, the increase in voiceless responses at
the fast rate does not reflect a concomitant decrease in voiced
responses as a result of the shorter syllable context, as would
be predicted based on the results of Miller and Volaitis
~1989!. Rather, the increase in voiceless responses reflected a
decrease in ‘‘breathy’’ responses for fast VOTs at the fast
rate. That is, at the fast rate, listeners labeled fewer of these
VOTs as ‘‘breathy’’ than at the slow rate. This effect is in
the opposite direction from the results obtained by Miller and
Volaitis ~1989! and Volaitis and Miller~1992!, who found
increased ‘‘breathy’’ responses in a fast rate/short syllable
context. Further, no significant effects of rate context
emerged for slow VOTs. Thus although the findings of the
three-choice identification task show effects of speaking rate
on phonetic identification, these effects are not consistent
with previous findings. It is possible that the use of a test
series containing only three VOTs~voiced, fast, and slow!,
rather than a full continuum, produced differing results. Spe-
cifically, listeners may have been reluctant to label the natu-
rally produced voiceless stop consonants as voiced, and thus
may have used the ‘‘breathy’’/starred category to indicate
poorer exemplars of the voiceless category closer to the pho-
netic category boundary, i.e., exemplars that were perceived
as closer to the voiced category. This would account for the
greater number of ‘‘breathy’’ responses in the fast rate con-
dition, and thus the apparent decrease in ‘‘breathy’’ re-
sponses in the slow rate condition.

In contrast to the results obtained in the explicit instruc-
tion condition, the findings of the goodness rating task with
implicit instructions are compatible with the results of ex-
periment 1. When listeners were given minimal specific in-
formation about the nature of the speech stimuli, they rated
slow VOTs higher than fast VOTs, irrespective of rate con-
text. The results of experiment 1 demonstrate that listeners
are also faster and more accurate at identifying slow VOTs
than fast VOTs across rate contexts. Thus it appears that
listeners regard slow VOTs as better exemplars of the voice-
less phonetic category than fast VOTs, regardless of the rate
context. Slow VOTs are longer in duration than fast VOTs
and are therefore further from the phonetic category bound-
ary, which may serve as a possible explanation for this pat-
tern of results.

The only effect of rate that was apparent in the implicit
instruction condition emerged for the alveolar place of ar-
ticulation. Specifically, listeners rated slow VOTs for /t/ as
better exemplars than fast VOTs in the slow rate condition,
whereas there was no difference in goodness ratings for /t/ in
the fast rate condition. While this finding is somewhat sug-
gestive of a speaking rate context effect, it should be noted
that earlier studies of speaking rate and phonetic category

FIG. 7. Mean goodness ratings as a function of place of articulation for fast
VOTs and slow VOTs across speaking rate contexts in the implicit instruc-
tion condition~experiment 2!.
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structure investigated the labial and velar places of articula-
tion ~Miller and Volaitis, 1989; Volaitis and Miller, 1992!.
The implicit instruction condition in experiment 2 revealed
no context effects for either labial or velar consonants. Fur-
ther, the goodness ratings for alveolar stops in the implicit
instruction condition did not reflect the predicted interaction
of VOT with rate. Listeners did not rate VOTs that were
compatible with the rate context higher than incompatible
VOTs across rates.

In interpreting the results obtained in the implicit in-
struction condition, it is important to take into account other
methodological differences between Volaitis and Miller
~1992! and the present study. Specifically, because the pur-
pose of the present study was to examine the effects of rate
context exclusively on stimuli from the category center, the
stimulus set included only three phonetic exemplars. In con-
trast, Volaitis and Miller~1992! used a full continuum which
included ambiguous stimuli from the phonetic category
boundary. Thus, as discussed above, the restricted set of
stimuli in the present experiment may have contributed to the
differing results. However, the fact that the predicted effect
of local rate context on phonetic identification did emerge for
these stimuli in the explicit instruction condition suggests
that it was the instruction condition, and not the stimulus set,
that influenced the results.

Another potential concern with regard to the present set
of results is the fact that all of the test tokens were produced
by a single talker. Thus generalizations based upon these
findings should be made with caution. Nevertheless, if VOT
is perceived in a context-dependent manner, the predicted
effects should have emerged in the implicit instruction con-
dition for this talker. The findings for the implicit instruction
condition in experiment 2 therefore do not support the claim
that phonetic category structure for voiced and voiceless stop
consonants is necessarily influenced by speaking rate con-
text.

III. CONCLUSIONS

The purpose of this study was to investigate the effects
of speaking rate on the perception of voice-onset time as a
cue to voicing in naturally produced initial stop consonants.
To this end, VOTs for voiceless stop consonants spoken at
fast and slow rates were placed in the context of syllables
spoken at fast and slow rates. Based on previous findings, it
was predicted that VOTs that were compatible with the
speaking rate context would be perceived as better exemplars
of the voiceless phonetic category than incompatible VOTs.

To the extent that the methodology used to explore this
question reproduced the methods of the previous experi-
ments~Miller and Volaitis, 1989; Volaitis and Miller, 1992!,
this prediction was confirmed. When listeners were given
specific instructions that the stimuli reflected a series from
voiced to voiceless to ‘‘exaggerated, breathy’’ versions of
stop consonants, and were given a familiarization series prior
to performing the goodness rating task, their rating responses
reflected the compatibility of VOT with speaking rate con-
text. Specifically, listeners rated VOTs that were compatible
with the rate context as better exemplars of the voiceless
phonetic category than incompatible VOTs.

However, the presentation of familiarization tasks prior
to the rating task may have influenced the results of the
present experiment, as well as the findings of the previous
studies. For example, the description of longer VOTs as ‘‘ex-
aggerated’’ and ‘‘breathy’’ may have produced an expecta-
tion that these stimuli should be rated more poorly, and this
expectation would have been reinforced by the three-choice
identification task in which consonants were to be classified
as either voiced~short!, voiceless~longer!, or breathy~long-
est!. The presence of such an expectation may have resulted
in listeners rating slow~longer! VOTs as poorer exemplars
than fast~shorter! VOTs in the fast rate condition. Neverthe-
less, in the slow rate condition, slow VOTs were rated as
better exemplars than fast VOTs. This interaction may have
been due to the perceptual effects of the syllabic context in
the fast and slow rate conditions. The discrimination task in
experiment 1 demonstrated that listeners were more percep-
tually sensitive to the difference between fast and slow
VOTs in the fast rate condition than in the slow rate condi-
tion. Thus listeners may have been better able to judge the
relative ‘‘breathiness’’ of slow VOTs in the fast rate condi-
tion.

The results of the discrimination task arguably reflect an
effect of speaking rate: listeners showed slightly more sensi-
tivity to the acoustic difference in one rate context than in
another. However, an alternative explanation is that the
amount of acoustic information intervening between the pre-
sentation of the first VOT and the second VOT influenced
perceptual sensitivity. At the slow rate, the intervening
acoustic information was longer in duration than at the fast
rate, and may have interfered with listeners’ ability to com-
pare the difference between fast VOTs and slow VOTs.
Thus, rather than reflecting a contextual effect specific to
speaking rate, the pattern of results may be due to a more
general perceptual effect, which in turn may have influenced
the results of the rating task.

In any case, the pattern of results that emerged in the
rating task in the presence of explicit instructions and famil-
iarization tasks differed substantially from the findings ob-
tained when listeners made independent judgments of the
stimuli, presumably based on a comparison with an internal
phonetic representation. In the absence of explicit instruc-
tions, listeners rated slow VOTs as better exemplars than fast
VOTs irrespective of the rate context. Interestingly, these
findings are supported by the behavioral data obtained in
experiment 1: at both speaking rates, listeners were faster
and more accurate at identifying slow VOTs than fast VOTs.
Taken together, the data suggest that listeners judge slow
VOTs, which are longer in duration and therefore further
from the voiced-voiceless category boundary, as better ex-
emplars of the voiceless phonetic category than fast VOTs,
and that this effect is not influenced by the speaking rate
context.

This result does not support the predictions of intrinsic
timing models of speech perception, in which the relative
timing of acoustic events within a syllable determines pho-
netic perception~Fowler, 1977, 1980, 1984!. Under this
view, the differences in consonant/vowel ratio across rate
contexts would be expected to strongly affect identification
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performance. In fact, the pattern of results obtained was con-
sistent across rates, indicating that listeners’ categorization of
the segments under investigation was unaffected by the du-
ration of the following vowel. Similar results were obtained
by Pind ~1995!, who investigated the relationship between
the ‘‘optimal boundary shift’’ observed in the production of
VOT at different speaking rates~Miller et al., 1986! to the
boundary shifts obtained in VOT perception. Pind~1995!
observed that, if a phonetic contrast is processed in a truly
rate-dependent manner, the perceptual boundary for the con-
trast should shift in accord with the variable optimal bound-
ary that correctly categorizes the largest number of segments
produced at a given speaking rate. Pind~1995! found that
there was a close relationship between changes in the opti-
mal boundary and shifts in the perceptual boundary for a
phonetic contrast that involved a trading relation between
consonant and vowel duration in Icelandic. Thus consonant/
vowel ratio provided a consistent relational cue to this pho-
netic contrast across speaking rates in both perception and
production, providing evidence of rate-dependent processing
for this contrast. However, in the case of VOT, there was no
consistent relationship between the boundary shifts obtained
in perception and the variation in the optimal boundary lo-
cation observed in production. In fact, rate-dependent effects
on the perception of VOT were quite small, and were re-
stricted to the ambiguous stimuli separating the voiced and
voiceless categories. Taken with the results of the present
study, these findings indicate that VOT is not perceived in a
rate-dependent manner, and that consonant/vowel ratio does
not provide a consistent acoustic cue to voicing in initial
stops. Nevertheless, the Pind~1995! data suggest that rate-
dependent processing of this sort may occur for other pho-
netic contrasts, specifically those involving a durational trad-
ing relation between two phonetic segments. Thus
consonant/vowel ratio may provide a relational cue across
speaking rates for contrasts such as voicing in medial stops
in English~cf. Hodgson and Miller, 1991! and gemination in
Italian ~cf. Pickettet al., 1998!.

Whereas the present results indicate that VOTs can be
perceived independently of speaking rate context, it is not
clear whether contextual effects might emerge if the acoustic
signal were degraded. Natural speech is typically perceived
under noisy conditions, such as the presence of background
noise or multiple talkers, and therefore may be characterized
as a degraded signal. A number of studies have demonstrated
that stimuli that do not show contextual effects under quiet
conditions begin to show these effects when presented in
noise. For instance, Shinnet al. ~1985! demonstrated that
shifts of the phonetic boundary between /ba/ and /wa/ as a
function of vowel duration disappear when test stimuli mir-
ror the acoustic parameters of natural speech. However,
Miller and Wayland~1993! found that small boundary shifts
could be induced for more natural speech stimuli when the
stimuli were presented in a multitalker babble noise. Further,
speaking rate has been found to affect word identification for
natural speech targets when the targets are presented at
signal-to-noise ratios of15 to 210 ~Sommerset al., 1992!.
Thus listeners may not need to attend to rate context when all
acoustic information relevant to a phonetic contrast is avail-

able and perceptible, whereas listeners may begin to rely on
contextual information when the signal is degraded and the
acoustic information is incomplete.

The results of the present study do not address the ques-
tion of whether extrinsic rate information affects phonetic
identification. Numerous studies have indicated that the rate
of articulation of a precursor phrase can produce a shift in
the boundary between two phonetic categories~Summerfield,
1981; Miller et al., 1984; Waylandet al., 1992; Kidd, 1989!.
The effects of extrinsic rate information tend to differ some-
what from syllable-internal rate effects, either in terms of the
shape of the goodness function for a phonetic category at
different rates~Wayland et al., 1992! or the size of the
boundary shift~Kidd, 1989; Summerfield, 1981!. Extrinsic
rate information has been shown to have an influence on the
perception of natural speech continua in which VOT was
varied independently of vowel duration~Kidd, 1989!, similar
to the acoustic manipulations used here. Thus the predicted
effects of rate on phonetic identification that failed to emerge
as a result of intrinsic cues might occur in the presence of
extrinsic rate information, such as a precursor syllable or
phrase.

In conclusion, the results of the present experiments
demonstrate that the identification of naturally produced ex-
emplars of the voiceless phonetic category is not affected by
the duration of the remainder of the syllable. Further, the
data suggest that the findings of previous studies showing
effects of rate context on the perception of stimuli from the
center of the voiceless category may have been influenced by
the use of explicit instructions and familiarization tasks pre-
sented prior to the administration of the behavioral measures.
When listeners in the present study were given similar in-
structions and pretests, the results replicated these earlier
findings. However, when listeners’ judgments were based on
their own internal representation, their performance on pho-
netic identification and goodness rating tasks did not show an
influence of speaking rate context. Whether contextual ef-
fects might emerge if the stimuli were presented in noise, or
if speaking rate were cued by extrinsic information, remain
topics for future research. Nevertheless, the present findings
do not support the claim that syllable-internal acoustic cues
to speaking rate are crucial for the perception of voicing in
initial stop consonants.
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Auditory models of formant frequency discrimination
for isolated vowelsa)
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Thresholds for formant discrimination of female and male vowels are significantly elevated by two
stimulus factors, increases in formant frequency and fundamental frequency@Kewley-Portet al., J.
Acoust. Soc. Am.100, 2462–2470~1996!#. The present analysis systematically examined whether
auditory models of vowel sounds, including excitation patterns, specific loudness, and a Gammatone
filterbank, could explain the effects of stimulus parameters on formant thresholds. The goal was to
determine if an auditory metric could be specified that reduced variability observed in the thresholds
to a single-valued function across four sets of female and male vowels. Based on Sommers and
Kewley-Port @J. Acoust. Soc. Am.99, 3770–3781~1996!#, four critical bands around the test
formant were selected to calculate a metric derived from excitation patterns. A metric derived from
specific loudness difference~DSone! was calculated across the entire frequency region. Since
analyses of spectra from Gammatone filters gave similar results to those derived from excitation
patterns, only the 4-ERB~equivalent rectangular bandwidth! andDSone metrics were analyzed in
detail. Three criteria were applied to the two auditory metrics to determine if they were
single-valued functions relative to formant thresholds for female and male vowels. Both the 4-ERB
and DSone metrics met the criteria of reduced slope, reduced effect of fundamental frequency,
althoughDSone was superior to 4-ERB in reducing overall variability. Results suggest that the
auditory system has an inherent nonlinear transformation in which differences in vowel
discrimination thresholds are almost constant in the internal representation. ©1998 Acoustical
Society of America.@S0001-4966~98!03403-1#

PACS numbers: 43.71.An, 43.66.Fe, 43.71.Es@WJ#

INTRODUCTION

Formant frequency discrimination measures the resolv-
ing power of the human auditory system for spectral peaks or
resonances of vowel sounds. Results have shown that when
optimal listening conditions are applied, including minimal
stimulus uncertainty and the use of well-trained subjects, the
estimated thresholds are reliable measures of the basic capa-
bilities of the human auditory system~Sinnott and
Krieter, 1991; Kewley-Port and Watson, 1994; Hawks,
1994!. However, thresholds for the discrimination of formant
frequencies of vowels are significantly affected by some
stimulus factors, such as the center formant frequencies, fun-
damental frequency~Kewley-Portet al., 1996!, and conso-
nantal contexts~Kewley-Port, 1995!. In the case of steady-
state vowel sounds, stimuli can be described as a harmonic
series with an intensity envelope of peaks and troughs that
reflects the formant resonances. Although vowels are com-
plex stimuli, work by Green and his colleagues on profile
analysis~Green, 1988!, Moore and his colleagues on excita-
tion patterns~Moore and Glasberg, 1987! and Sachs, Le
Prell, and their colleagues on the neural representation of
vowel spectra~Sachset al., 1988; Le Prellet al., 1996! sug-
gests that auditory models might be capable of explaining the
variations in formant discrimination thresholds observed for

various stimulus factors. The purpose of this investigation
was to quantify the success of several metrics based on au-
ditory models to explain the variation in formant discrimina-
tion thresholds observed for female and male vowels.

Although the studies of discrimination abilities for
changes in frequency of a formant began in the 1950s
~Flanagan, 1955!, only recently have investigations system-
atically varied factors under minimal stimulus uncertainty
conditions~Sinnott and Krieter, 1991; Hawks, 1994!. In our
first study~Kewley-Port and Watson, 1994!, reliable thresh-
olds for ten synthetic female vowels were best described by a
piecewise-linear function of frequency, such that the thresh-
olds were flat in theF1 region with constant values ofDF
about 14 Hz and linearly increased in theF2 region with a
slope of about 10 Hz inDF for 1000 Hz in formant fre-
quency~Fig. 1!. A subsequent study of the discrimination of
formant frequency for six male vowels produced with two
fundamental frequencies has shown that those thresholds
were also well fit by a piecewise-linear function of frequency
~Kewley-Port et al., 1996!. The piecewise-linear functions
shown in Fig. 1 indicate that thresholds are systematically
elevated as fundamental frequency (F0) increases. The
analysis of variance for the thresholds for the female and
male vowels indicated that formant thresholds were signifi-
cantly elevated by increases in eitherF0 or formant fre-
quency, and that these two sources of variability act indepen-
dently of one another. Based on knowledge of the processing
of harmonics in the auditory periphery, a successful model
for formant thresholds should reduce the effects of these

a!Some material in this manuscript was presented at the 128th Meeting of the
Acoustical Society of America@J. Acoust. Soc. Am.96, 3284~A! ~1994!#.

b!Electronic mail: kewley@indiana.edu
c!Electronic mail: yizheng@indiana.edu
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sources of variability. That is, at threshold the listener’s per-
cept of a just-noticeable change in formant frequency is pre-
sumably based on a constant increment in sensation regard-
less of changes in stimulus parameters. To model this
constant percept, our approach is to discover an auditory
metric that is an inverse transform, such that when applied to
vowel stimulus differences observed at threshold, this metric
converges on the same small value. Visually, graphs of a
successful metric would transform the thresholds for the
three piecewise-linear functions in Fig. 1 to approximately
three overlapping straight lines or single-valued functions of
formant frequency. This observation suggested two criteria
that could be used to evaluate the auditory metric. The first is
that the slope of a metric as a function of formant frequency
should approach zero~i.e., become flat! in relation to the
positive slope observed forDF thresholds. Second, the sig-
nificant effect ofF0 should be reduced such that the average
values of the thresholds for eachF0 are almost identical.

This goal of obtaining single-valued functions for an
auditory metric is quite ambitious when other, less well-
understood sources of variability are also considered. In the
experiment that estimated the female vowel thresholds it was
discovered that when a harmonic aligned exactly with the
center frequency of a formant, unusually high elevations or
jumps in thresholds were obtained~Kewley-Port and Wat-
son, 1994!. It appears that this is the outcome of interactions
between the harmonics and formant shape~Lyzenga and
Horst, 1995!, although a detailed explanation is not known.
In the female vowel study, there were five harmonically
aligned formants and four of them had threshold jumps in
DF @in Table II and seen as outliers in Fig. 6 from Kewley-
Port and Watson~1994!#. Therefore an attempt was made in
the next study using male vowels~Kewley-Portet al., 1996!
to select parameters that avoided harmonic alignment. How-
ever, there appear to be three jumps in discrimination thresh-
olds for the male vowels with normalF0 ~Fig. 1!. Although
these thresholds are apparent outliers as measured in Hz, the
percept of these just-noticeable differences should still be
associated with a constant sensation for the listener. Thus a
third criterion for a successful inverse transform is to test

whether the substantial variability observed for theDF
thresholds is significantly reduced.

In the sections that follow, the overall approach to mod-
eling the behavioral measures of formant discrimination by
transformations of sound in the auditory system is presented.
Then several auditory models are described in terms of their
spectral representation of vowel waveforms. Auditory met-
rics derived from these auditory models are defined to cap-
ture the differences in the vowel spectra discriminated at
threshold. This is followed by the statistical analyses of the
metrics and results.

I. MODELING FORMANT FREQUENCY
DISCRIMINATION

A. Comparison of vowel spectra

For both female and male formant discrimination stud-
ies, steady-state vowels were carefully synthesized after real
speakers with the KLTSYN synthesizer~Klatt, 1980!. For-
mant frequencies of the resonators are seen as formant peaks
in the resulting harmonic series~upper panel of Fig. 2!, al-
though measurements of the spectra using spectrograms or
LPC analysis result in formant values that deviate by
1%–2% from the Klatt parameters~Hillenbrandet al., 1995!.
In the discrimination task, the human listener hears, in a
random order, the standard vowel and a test vowel with a
small change in one formant frequency. The assumption is

FIG. 1. The piecewise linear functions fit to three different sets of data are
shown for male vowels with a normalF0 ~solid line!, male vowels with a
low F0 ~dashed line!, and female vowels in Kewley-Port and Watson
~1994! ~dotted line!. The thresholds asDF for the male vowels are shown,
solid circles for the normalF0 and solid triangles for the lowF0.

FIG. 2. The spectrum from DFT of the digital waveform for the standard /a/
vowel with the lowF0 ~101 Hz! is shown in the upper panel. Difference in
the intensities of the harmonics between spectra for the standard and the just
discriminable /a/ vowel with the lowF0 ~101 Hz! is shown in the lower
panel.
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that a comparison of the two acoustic signals is made by the
listener, and at the threshold this is a constant auditory per-
ceptual difference for all the vowel formants.

In terms of the physical signal, the spectral shape is
shown by means of a DFT~discrete Fourier transform! that
yields a harmonic series as shown in the top panel of Fig. 2.
Differences between two vowel spectra are measured as
changes in the intensities of the harmonics. For the standard
vowel and the just-discriminable vowel at threshold, har-
monics from the two harmonic series are subtracted and the
intensity difference profile is shown in the bottom panel of
Fig. 2. As discussed in Kewley-Port and Watson~1994!, a
change in formant frequency can cause changes in the inten-
sity distribution of the vowel harmonics far from the altered
formant peak. Kewley-Port and Watson~1994! examined
several metrics to measure the stimulus difference between
two vowel spectra at the threshold including the Euclidean
distances or absolute distances in dB between the harmonic
components. Analyses of these metrics did not explain the
variability shown in the discrimination performance of hu-
man subjects~Kewley-Port and Watson, 1994!. Of course, it
was expected that physical spectral differences would not
successfully describe human subjects’ abilities of discrimina-
tion in terms of internal auditory perceptual thresholds. How-
ever, a clear outcome of those analyses was the need for
additional data on whether or not humans attend primarily to
harmonic differences near the test formant in the discrimina-
tion task.

Sommers and Kewley-Port~1996! reported on a set of
experiments designed specifically to determine whether har-
monics spectrally remote from the test formant affect for-
mant discrimination performance. Thresholds were obtained
for F1 andF2 in two female vowels, /e/ and /)/, when:~1!
all 24 harmonics were allowed to vary as in the previous
female and male vowel experiments;~2! harmonic level
variations were restricted to a subset of components spec-
trally close to the test formants; and~3! harmonics remote
from the shifted formant were excluded from the stimuli.
The results indicated that the thresholds for conditions~1!
and~2! did not differ until level variations were restricted to
between two and three components. Thresholds for condition
~3! were not significantly different than those obtained for
vowels with a full complement of harmonics. Sommers and
Kewley-Port ~1996! concluded that formant frequency dis-
crimination is mediated by the selective attention to har-
monic level variations in the components immediately adja-
cent to the frequency region of the shifted formant.
Preliminary analyses of an excitation pattern model in Som-
mers and Kewley-Port~1996! were consistent with the hy-
pothesis that listeners require a fixed perceptual difference in
the excitation level to discriminate changes inF1 or F2
frequencies. These conclusions are critical to the selection of
parameters for one of the auditory metrics~the 4-ERB met-
ric! evaluated in the present study. We note, however, that
the conclusion that selective attention is employed in the
auditory processing of vowel spectra is compatible with the
recent neurophysiological experiments reported by May and
his colleagues~May et al., 1996!. Specifically, Mayet al.
~1996! noted that discrimination performance was predicted

from the best neural representation across fiber unit types.
Discrimination models that represented profiles of neural dis-
charge across the entire vowel spectrum demonstrated maxi-
mum change near the shifted formant. Mayet al. also noted
that optimal neural models predicted performance that ex-
ceeded that observed in the behavioral data.

B. Approach to auditory metrics to model formant
discrimination

In order to explain the human subjects’ performance for
formant discrimination tasks and to explore the internal
mechanism of the auditory system, auditory metrics were
developed and applied to the female and male vowel stimuli.
The traditional model of the cochlea as a bank of overlap-
ping bandpass filters has been commonly used to represent
spectral analysis and frequency selectivity in the auditory
periphery. Based on that power-spectrum model, Zwicker
~1975! conceived excitation patterns to explain a variety of
behavioral data in human auditory perception~Zwicker and
Fastl, 1990!. Excitation patterns have been successful in ac-
counting for the experimental results of intensity discrimina-
tion ~Florentine and Buus, 1981!. Two versions of excitation
pattern models, single-band and multiband, were evaluated
in the study of Florentine and Buus. Their calculations indi-
cated that the multiband version of the excitation pattern
model predicted experimental data well.

The multiband model suggested that information across
all bands was used for listeners in an intensity discrimination
task. Profile analysis and comodulation masking release have
provided additional evidence that listeners sometimes make
simultaneous comparisons across auditory filters~Green,
1988; Hall and Grose, 1988!. Kewley-Port ~1991! applied
the excitation pattern models from Moore and Glasberg
~1987! to the results of a detection task for isolated female
vowels. She found that one of the auditory metrics calculated
from a multiband analysis successfully accounted for the
variance in detection thresholds.

As an extension of previous studies with simpler acous-
tic stimuli, we applied both excitation pattern models and
loudness models of Moore and Glasberg~1986, 1987! to
vowels. Another model of current interest, Gammatone filter
bank models described by Pattersonet al. ~1992! and Slaney
~1993!, was also evaluated.

Several metrics were proposed to compare auditory
spectra of the standard vowel and the just-discriminable
vowel at threshold. Algorithms calculated one value from the
distributed difference functions between the two auditory
spectra. Metrics included Euclidian distance, sums of the ab-
solute values of spectral differences, maximum peak-to-
trough difference~Lyzenga and Horst, 1995!, and integration
of the difference functions. In addition, for some auditory
metrics, the frequency range was restricted to a region adja-
cent to the test formant based on results from Sommers and
Kewley-Port ~1996!. The auditory metrics were calculated
separately for the female and male vowels. Metrics for each
data set were evaluated using the three criteria of reduced
slope, reduced effect ofF0, and reduced overall variability.
These criteria determine the extent to which an auditory
metric is a successful inverse auditory transform of
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threshold variability, thereby modeling the constant percept
with approximately a single-valued function. Below we re-
port on only the more successful auditory metrics.

II. METHODS

A. Stimuli

Vowel stimuli were investigated previously in two sepa-
rate studies of the formant frequency discrimination for fe-
male vowels ~Kewley-Port and Watson, 1994! and male
vowels ~Kewley-Portet al., 1996!. These studies estimated
the thresholds for formant frequencies ofF1 or F2 from
isolated, steady-state vowels as shown in Table I. The vow-
els were synthesized using the cascade branch of the
KLTSYN synthesizer~Klatt, 1980!. Female vowels con-
sisted of the ten vowels, /i,(, e, }, æ,#, a, o,), u/, synthe-
sized after a female speaker~the first author! with an F0
5200 Hz. Male vowels consisted of the six vowels /i,(, }, æ,
#, a/, synthesized after spectral measurements of a male pho-
netician with two fundamental frequencies,F05101 Hz
~low F0! and F05126 Hz ~normal F0!. The vowel dura-
tions were always set to 160 ms. The standard vowels in
these data sets are the vowels synthesized with these param-
eters and are more fully described in Kewley-Port and Wat-
son~1994! and Kewley-Portet al. ~1996!. The test sets with
shifts in formant frequency for a specific vowel contained 14
modified vowels. The step size for a shift in formant fre-
quency was calculated using a log ratio such that steps
10–15 would be easily discriminable from the standard. For
the male vowels, only increments in formant frequency were
tested, while for female vowels both increments and decre-
ments were tested.

Since these vowels were steady-state stimuli, it is appro-
priate to consider them as a harmonic series of the funda-
mental frequency in which the envelope of spectral peaks
reflects the formants specified in the vocal tract transfer func-
tion. Thus a discrete Fourier transform~DFT! of the vowel
waveform calculates the intensities of each of the harmonics
and is the spectrum of a vowel prior to any filtering intro-
duced by the earphones or auditory system. The DFT spec-
trum of the digital waveform of the male /a/ vowel for the
low F0 is shown in the top panel of Fig. 2.

B. Threshold data sets

Thresholds of formant frequency discrimination esti-
mated from the female and male formants were previously
reported in Kewley-Port and Watson~1994! and Kewley-
Portet al. ~1996!. Vowels were calibrated to the highest har-
monic in a vowel and varied over a 7-dB range~similarly to
naturally produced vowels! near the 77-dB SPL presentation
level of a calibration vowel. Thresholds were measured
based on the average of the mean reversals from the last four
blocks by using Levitt’s~1971! adaptive-tracking method.
Thresholds ofDF were calculated in Hz based on the for-
mant frequency parameters used in synthesizing the vowels.
The just discriminable vowelsrefer to the vowels with for-
mant frequencies shifted from standard vowels either forF1
or F2, for which listeners could just discriminate the differ-
ence from the standard vowels. To represent the difference
between the standard vowel and the just discriminable vowel
at threshold, a difference profile between the spectra of DFT
from each vowel is calculated. The resulting difference in
harmonics for the male /a/ lowF0 vowel is shown in the
bottom panel of Fig. 2. As previously described in Kewley-
Port and Watson~1994!, although the largest differences in
harmonics are on either side of the test formant, measurable
differences of 0.1 dB or more are located at frequencies sub-
stantially higher than the test formant. This is the normal
function of the Klatt~1980! cascade synthesizer that emu-
lates interactions of the resonances associated with actual
vocal tract shapes.

In the analyses, thresholds from the female and male
formants will be grouped into four separate data sets. The
female thresholds are separated into two sets of 20 depend-
ing on whether the thresholds were estimated from anincre-
mentor decrementin frequency from the test formant. The
rationale for this division is related to the threshold jumps
observed for the five harmonically aligned formants. Be-
cause the variability of these threshold jumps was somewhat
higher for formant increments than decrements~Figs. 6 and
7!, the data sets were kept separate. The 24 thresholds for
male vowels are divided into two sets, one for the low~101
Hz! and one for the normal~126 Hz! F0. The vowels, for-
mant frequencies, andDF thresholds for the female data sets
are found in Table II and for the male sets in Table III.

C. Spectral models

The rate/place theory of auditory processing states that
an acoustic stimulus evokes internal neural activity distrib-
uted along the basilar membrane that maps frequency to
place. Corresponding to that neural excitation, there has been
a psychophysical counterpart defined as a psychophysical ex-
citation from the masked audiogram or masking patterns
~Zwicker, 1975!. One model employed here is based on a
more recent formulation proposed by Moore and Glasberg
~1987!1 of psychophysical excitation patterns calculated
from the output of a bank of overlapping auditory filters.
This output is excitation level in dB per ERB. ERB is the
equivalent rectangular bandwidth of an auditory filter shape
that is obtained from masking experiments using notched-
noise ~Patterson, 1976!. The Moore and Glasberg~1987!

TABLE I. Formant frequencies for male and female vowels. Frequencies in
Hz for formantsF1 andF2 used in synthesizing the vowels.

Vowel

Female Male

F1 F2 F1 F2

/i/ 325 2900 270 2170
/I/ 450 2300 370 1790
/e/ 550 2500
/}/ 600 2200 490 1700
/æ/ 1000 1950 640 1550
/a/ 875 1175 750 1250
/#/ 700 1400 600 1375
/o/ 500 800
/)/ 500 1350
/u/ 250 850
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model uses an auditory filter shape simplified to a roex func-
tion. ERB was calculated using the following formula de-
rived from experimental data:

ERB56.23F2193.4F128.5, ~1!

where F is center frequency in kHz. The variation of the
auditory filter shape with intensity levels was implemented
by fitting data from asymmetric notched-noise masking ex-
periments to produce formulas for an asymmetric roex func-
tion ~Moore and Glasberg, 1987!. An example excitation pat-
tern for the standard male vowel /a/ withF05101 Hz is
plotted with the abscissa in ERB~see the upper panel of Fig.
3!. This is the same vowel stimulus used to illustrate the use

of amplitude spectra in Fig. 2. The DFT of all vowel spectra
are input to the ERB model after adjusting the level of the
harmonics to dB SPL based on the calibration procedures.

The audiogram incorporating the transmission effects of
the outer and middle ear was estimated by the ISO-1961
MAF in Moore and Glasberg~1986, 1987!. However, this
was replaced with MAP ANSI-1969 in the present model
because our subjects used TDH-39 earphones~Kewley-Port,
1991!. Overall, the excitation pattern was calculated as the
total output of each auditory filter in units of dB as a function
of its center frequency in 0.1-ERB steps.

In order to model the discrimination performance of lis-

TABLE II. Comparison of 4-ERB andDSone metrics withDF thresholds for female vowels with formant
increments and decrements~total 40 formants!. Values of the formant frequencies in Hz and ERB shown on the
left. DF thresholds in Hz and values of the two auditory metrics are shown for each of the formant increments
and decrements.

Vowel-
formant

Formant
frequencies

Formant
increments

Formant
decrements

Hz ERB DF 4-ERB DSone DF 4-ERB DSone

u-F1 250 6.4 14.6 6.52 0.78 13.9 7.49 0.90
i-F1 325 7.7 13.1 9.43 1.32 14.1 9.99 1.43
(-F1 450 9.6 12.6 7.09 0.86 12.9 5.49 0.64
o-F1 500 10.3 16.6 7.67 1.13 14.2 7.34 1.05
)-F1 500 10.3 13.9 7.67 0.74 22.3 9.77 0.93
e-F1 550 10.9 14 11.45 1.49 12.9 7.14 0.90
}-F1 600 11.5 14.6 2.49 0.76 17.5 6.6 1.27
#-F1 700 12.6 12.4 4.76 0.56 12.2 4.62 0.54
o-F2 800 13.6 21.9 3.59 0.42 16.6 5.46 0.67
u-F2 850 14 20.7 8.38 0.38 19.4 7.94 0.35
a-F1 875 14.3 12.9 6.32 1.12 15.7 6.68 1.10
æ-F1 1000 15.3 36 14.11 1.51 22 10.73 1.19
a-F2 1175 16.6 18.4 5.69 0.92 16.3 7.24 1.04
)-F2 1350 17.7 27.2 14.74 0.71 16.9 7.22 0.32
#-F2 1400 18 54.8 17.38 1.29 27.3 16.37 1.26
æ-F2 1950 20.7 23.4 8.92 0.57 25.7 11.32 0.71
}-F2 2200 21.7 56.4 15.45 1.28 36.7 13.11 1.11
(-F2 2300 22.1 28.5 7.68 0.44 19.3 4.84 0.27
e-F2 2500 22.8 33.9 7.14 0.64 36.8 7.17 0.61
i-F2 2900 24 36.9 9.85 0.90 38.4 6.36 0.53

TABLE III. Comparison of four auditory metrics withDF thresholds for male vowels with normalF0 ~126 Hz! and lowF0 ~101 Hz!. Values of the formant
frequencies in Hz and ERB are shown on the left.DF thresholds in Hz and values of the four auditory metrics are shown for each of normal and lowF0’s
as described in the text.

Vowel-
formant

Formant
frequencies F05126 Hz F05101 Hz

Hz ERB DF 4-ERB DSone
Gamma

tone
Total

loudness DF 4-ERB DSone
Gamma

tone
Total

loudness

i-F1 270 6.7 12.17 6.32 0.71 5.3 0.48 12.24 10.78 1.67 6.5 1.55
(-F1 370 8.4 10.17 4.79 0.61 4.4 20.84 9.1 7.63 0.83 3.8 0.69
}-F1 490 10.2 19.01 9.58 1.25 11.1 21.25 10.34 6.59 0.97 3.9 0.84
#-F1 600 11.5 12.29 12.63 1.50 5.77 1.35 12.7 3.33 0.56 3.4 0.41
æ-F1 640 12 13.0 4.79 0.65 3 0.02 8.49 4.05 0.74 2.6 0.20
a-F1 750 13.1 12.74 3.71 0.52 2.5 0.43 8.55 4.15 0.76 2.5 0.35
a-F2 1250 17.1 25.6 5.3 0.56 4.1 0.26 17.53 6.05 0.72 4.3 20.16
#-F2 1375 17.8 20.17 7.05 0.82 3.7 0.63 19.79 10.56 0.73 5 0.51
æ-F2 1550 18.8 20.66 7.52 0.54 3.9 20.39 20.52 5.65 0.61 3.6 20.21
}-F2 1700 19.6 16.44 6.31 0.44 3.4 0.12 16.46 6.05 0.63 3 0.50
(-F2 1790 20 23.2 12.4 0.54 6 20.40 17.1 9.37 0.83 3.8 0.72
i-F2 2170 21.6 30.47 11.49 0.51 6 20.37 23.81 5.35 0.75 2.9 0.62
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teners in formant frequency discrimination tasks, a difference
profile was calculated by subtracting the just discriminable
excitation pattern from the pattern for the standard vowel
~the lower panel of Fig. 3! and these will be called excitation
profiles. The excitation difference profile is very similar to
the rate difference profiles derived from single neuron re-
cordings in cats used as a basis for describing vowel formant
discrimination by Conley and Keilson~1995! and Mayet al.
~1996!. We note that the high-frequency tail observed in the
harmonic differences in Fig. 2 is also prominent in the exci-
tation difference profile. Preliminary analyses of auditory
metrics including this tail had little apparent success in re-
ducing threshold variation across stimulus conditions. There-
fore we implemented a model of neural excitation in terms of
loudness as another auditory transform of vowel spectra.

Consider the excitation profile model associated with a
pattern of differences in the distribution of neural excitation
along the basilar membrane. This pattern reflects intensity
changes in the harmonics of the stimulus and will also be
associated with listeners’ judgements of loudness at more
central levels of processing. Traditionally the definition of
loudness uses a 1-kHz tone at a level of 40 dB SPL as the
reference sound, and loudness judged relative to this stan-
dard has units of the sone~Moore, 1989; Zwicker and Fastl,
1990!. Based on the rate/place theory, the specific loudness
(N8) is defined as the loudness or sones per unit ERB.

Zwicker and Fastl~1990! have suggested that specific loud-
ness versus critical-band~ERB-rate scale! functions are the
most appropriate for representing human auditory process-
ing. Zwicker ~1975! suggested that specific loudness can be
calculated from the excitation level. Moore and Glasberg
~1986! modified Zwicker’s original formulation as shown be-
low:

N85AS ETH

E0
D 0.23F S 0.5

E

ETH
10.5D 0.23

21G , ~2!

whereN8 is the specific loudness,E is the excitation,ETH is
the excitation at absolute threshold, andE0 is the reference
excitation corresponding to the intensityI 0510212 W/m2.
A, a constant, was chosen experimentally so that the total
loudness integrated over the specific loudness function of a
40-dB, 1-kHz tone is one sone. Figure 4 shows the specific
loudness pattern calculated at 0.1-ERB intervals using Eq.
~2! for the same /a/ vowel shown in Figs. 2 and 3. A differ-
ence profile for specific loudness was calculated similarly to
the excitation difference profile and is shown in the lower
panel of Fig. 4. Specific loudness appears to be a more ap-
propriate model than excitation level because the compres-
sive nature of loudness enhances the high-intensity, formant
peaks of the spectrum relative to the lower intensity regions
remote from the peaks.

Another auditory model that has received broad atten-
tion is the Gammatone filter bank model of Pattersonet al.

FIG. 3. The excitation pattern level in dB for the standard /a/ vowel with the
low F0 ~101 Hz! is shown in the upper panel. Excitation level distance
between excitation patterns for the standard and the just discriminable /a/
vowel with the lowF0 ~101 Hz! is shown in the lower panel. The shaded
area represents a 4-ERB excitation distance with a frequency region 4-ERB
wide.

FIG. 4. The specific loudness in sones/ERB for the standard /a/ vowel with
the low F0 ~101 Hz! is shown in the upper panel. The specific loudness
difference,DSones, for the standard and the just discriminable /a/ vowel
with the low F0 ~101 Hz! is shown in the lower panel.
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~1992!. This model is also based on ERB spaced filters, but
they are calculated in a time-domain implementation of the
difference equations for Gammatone filters defined by their
individual impulse response,

gt~ t !5at~n21!exp~22pbt!cos~2p f ct1F! ~ t.0!,
~3!

wheren is the order of the filter,f c is a center frequency of
the filter, andb is a parameter that determines the bandwidth
of the filter. Our implementation was taken from Slaney’s
Auditory Toolbox~1993!. This is a Matlab implementation of
the Patterson–Holdworth filter bank using 50 overlapping
Gammatone filters to span 25 ERB, each filter implemented
as a cascade of four second-order filters. In our model, a
vowel was filtered by the difference equation for the full
Gammatone filter bank. Subsequently, a single 20-ms FFT
spectral slice was calculated near the peak amplitude of the
vowel. Figure 5 shows the Gammatone spectrum calculated
at 0.5-ERB intervals for the same /a/ vowel as shown in Figs.
2–4. Comparing the Moore and Glasberg excitation pattern
~Fig. 3! and the Gammatone spectrum suggests that the pri-
mary difference between the spectra at low frequencies is the
lack of filtering to represent the MAF audiogram in the Gam-
matone analyses. At high frequencies, the spectral roll off in
the excitation pattern is due to the lack of higher harmonics
in the auditory filters, a flaw not observed in the time-domain
analyses of the Gammatone filters. A difference profile for

the Gammatone spectra was calculated similarly to the exci-
tation profiles~the lower panel of Fig. 5!.

D. Auditory metrics

Several auditory metrics were examined to capture the
distributed differences across the profiles into a single value.
A general distance metricD as theLp norm is defined as

D5S (
i 51

N

Dxi
pD 1/p

~4!

for Dxi , each profile difference value in 0.1-ERB steps for
total N steps. The Euclidian distance withp52 was the ob-
vious choice. Detailed examination of this distance metric
for an exponent different from 2, or the absolute sum ofDxi ,
were not systematically explored, but did not appear to ef-
fectively reduce threshold variability. Thus Euclidian dis-
tance was the basic auditory metric for the excitation, loud-
ness, and Gammatone profiles.

For the excitation profile, it was obvious that the calcu-
lation of D over the entire ERB range was highly variable
due to the high-frequency tail. Sommers and Kewley-Port
~1996! showed that although changes caused by a shift of a
formant frequency are distributed across the whole frequency
region, listeners only attended to a restricted region around
an altered formant frequency, encompassing two or three
harmonics. These results suggest that to model the perfor-
mance of listeners, a metric for the excitation profile can be
restricted to a small number of auditory filters around the
shifted formant frequency. Therefore a frequency region 4-
ERB wide, centered on the formant frequency of the stan-
dard vowel, was selected to calculate the Euclidian distance
for the excitation profiles, called the 4-ERB metric. In Fig. 3,
the 4-ERB metric, with the units of dB, is calculated only
within the shaded area. Clearly the effects of the ‘‘tail’’ in
the high-frequency region of the excitation difference are
omitted in the 4-ERB metric. We note that this restriction,
while somewhat arbitrary in its implementation, is well
grounded on the experimental results from Sommers and
Kewley-Port ~1996!. Informal analyses showed that other
possible metrics for excitation patterns were more variable
than the 4-ERB metric, including a 2-ERB and 3-ERB met-
ric, and a maximum peak-to-trough difference~Lyzenza and
Horst, 1995!. Moreover, the 4-ERB metric is compatible
with the analyses of vowel discrimination based on single-
unit recording described by both Conley and Keilson~1995!
and Mayet al. ~1996!.

Auditory metrics for the loudness difference between the
standard vowel and the just discriminable vowel were mod-
eled from two different points of view. First, the total loud-
ness is the area integrated under the specific loudness curve
and measures the overall loudness of a sound in sones. The
total loudness difference is the difference between the total
loudness of the standard vowel and the just discriminable
vowel. Second, based on the rate/place theory of distributed
neural excitation, we defined another loudness difference
measure,DSone, as the difference between the specific loud-
ness of the standard vowel and the just discriminable vowel.
DSone is calculated as the Euclidian distance of the specific

FIG. 5. The Gammatone spectrum in dB for the standard /a/ vowel with the
low F0 ~101 Hz! is shown in the upper panel. The Gammatone distance for
the standard and the just discriminable /a/ vowel with the lowF0 ~101 Hz!
is shown in the lower panel.
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loudness profile in the bottom panel of Fig. 4. Thus the
DSone metric captures the differences in the distribution of
specific loudness that are greatest near the test formant in
contrast to the total loudness difference which focuses on
aggregate, integrated loudness shown in the top panel of Fig.
4. Note that since there was only a small ‘‘tail’’ in the high-
frequency region of the specific loudness difference, the 4-
ERB restriction was not imposed for theDSone metric.

Overall, four auditory metrics were evaluated. The met-
rics were the Gammatone distance in dB, the 4-ERB excita-
tion level difference in dB, total loudness difference in sones,
andDSones in sones/ERB. To measure how well variability
was accounted for by each metric, several analyses were cal-
culated including comparisons of the slopes and variances of
metrics as a function of frequency. Because each metric had
a different unit, additional justification of the slope and vari-
ance comparisons is presented. Kewey-Port and Watson
~1994! and Kewley-Portet al. ~1996! have previously dis-
cussed that from the perspective of speech processing the
most appropriate unit for formant thresholds isDF in Hz
rather thanDF/F. The rationale, based on the four different
sets of thresholds, is thatDF functions in Hz, displaying
formant resolution in theF1 region, are constant and very
good, in contrast toDF/F functions that display resolution
as becoming increasingly poor asF1 decreases. For the
baseline behavioral thresholds,DF in units of Hz as shown
in Fig. 1 is about ten times greater than thresholds for pure
tones~for brief stimuli, at 1000 Hz,DF is about 1.5 Hz for
tones versus 15 Hz for formants! similar to DF thresholds
for other complex stimuli~Kewley-Port and Watson, 1994;
Watsonet al., 1976; Moore, 1973!. For excitation patterns,
Moore and Glasberg’s model~1987! was designed to match
behavioral data such that there is a 1-dB increment in exci-
tation level for a 1-dB increase in intensity of a 1000-Hz tone
at presentation levels from 20 to 90 dB SPL. Since Zwicker
~1970! and others have argued that changes in frequency are
discriminable when a difference of about 1 dB is observed in
the excitation pattern, the units of dB are appropriate for
behavioral thresholds. Similarly, guided by behavioral data,
models that define sones increase sones roughly 1:1 for pre-
sentation levels greater than 40 dB SPL for a 1000-Hz tone
~Moore and Glasberg, 1986!. The goal of the present analysis
was to model psychoacoustic thresholds for complex formant
stimuli based on models developed to explain human percep-
tion of simpler acoustic stimuli. Thus if the magnitude of the
units observed across the models for the formant stimuli cor-
respond reasonably well with expectations for thresholds for
simpler stimuli, then a comparison across the output of the
models seems adequately justified.

To support this claim, consider the output of the models
for a typical psychophysical task, namely the discrimination
of an increment in intensity of a 1000-Hz tone at our cali-
bration level of 77 dB SPL. TheDI threshold is estimated to
be less than 0.5 dB~Zwicker and Fastl, 1990, Fig. 7.5!. Our
excitation pattern and specific loudness algorithms were ap-
plied to a 1000-Hz tone at 77 dB SPL and 77.5 dB SPL to
simulate this just noticeable increment in intensity. The re-
sulting excitation profiles had a large high-frequency tail
(.1 dB), similar to the vowel profiles. The value for the

4-ERB metric was 3.34 dB. The total loudness for the 77 dB
SPL tone was 15.74 sones, with a 0.60 sone increment for
the 77.5 dB SPL tone. TheDSone metric was 0.574 sones/
ERB, or as expected very close to the difference in total
loudness for a pure tone. Thus a magnitude ofDSone of
around 0.6 sones/ERB is representative of the intensity
threshold for midfrequency, high-level tones, similar in value
to the DI increment~0.5 dB! and the total loudness~0.6
sones!. These values for a 1000-Hz tone serve as referents in
the comparisons across units for the analyses of the slopes
and variances presented below.

Three criteria were used to evaluate the success of vari-
ous metrics to reduce threshold variability, flatness, reduced
effect ofF0, and reduced overall variability. The baseline of
comparison for all three criteria is theDF discrimination
thresholds as a function of frequency. The model proposed
by Kewley-Portet al. ~1996! that best fitDF as a function of
formant frequency was a piecewise-linear function, although
each of the four data sets had strong linear components with
correlation coefficients exceeding 0.80. Therefore for the
purposes of this analysis, simple linear regression was se-
lected to represent the slopes for all metrics. If a metric is not
increasing or decreasing as a function of formant frequency,
the slope should approach zero. To determine if the signifi-
cant effect ofF0 was removed, analysis of variance was
applied to three differentF0’s ~101, 126, 200 Hz! separately
for each metric. Finally, to test for the overall reduced vari-
ability of the metrics, theF-ratio test was calculated for pairs
of metrics. The purpose of these analyses was to use the
three criteria to select the best auditory metric for discrimi-
nation thresholds that represents the hypothesized constancy
of the internal mechanism of the auditory system.

III. RESULTS

A. Gammatone distance

From the beginning of the analyses, two of the models
examined had unacceptable problems, the Gammatone dis-
tance and the total loudness difference. The Gammatone pro-
files were calculated for the two male data sets first~Table
III !. One of these profiles~/}/F1, normalF0! had substantial
differences between the Gammatone spectra at frequency re-
gions remote from the test formant for no explicable reason.
In the Gammatone model~Slaney, 1993!, the lack of a filter
to model the audiogram resulted in an emphasis of harmon-
ics in the low frequencies that is not acceptable as a complete
model of spectral processing in the periphery. In addition, for
time-domain filtering, it is not clear how to adjust for actual
calibration of sound pressure. The Gammatone analysis is
intended to model the auditory filtering of the cochlea in the
time domain. Thus for our vowels, the associated spectra
calculated from the Gammatone model should be similar to
the Moore and Glasberg~1987! excitation patterns. For for-
mant peaks in the midfrequency range, this appeared to be
the case. Correlation between the auditory metrics for the
Gammatone and excitation profiles~4-ERB! for all 23 male
formants wasr 50.84 ~excluding the /}/ outlier! and demon-
strated that the two analyses were very similar. Since it was
not obvious how to incorporate the required audiogram fil-
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ters in the time domain and the Gammatone and excitation
models were otherwise quite similar, additional analyses
were not pursued with the Gammatone model.

B. Total loudness difference

The total loudness difference in sones, calculated by
subtracting total loudness of the standard vowel form that of
the just discriminable vowel, was evaluated with the male
data sets~Table III!. Since the calculation of total loudness
integrates loudness across a whole frequency region, the con-
trast between loud and soft areas near the altered formant
peak as shown in Fig. 3 was not accounted for, i.e., the loud
and soft areas generally canceled in the total loudness metric.
Thus an increment in formant frequency resulted in a wide
range of positive and negative values of total loudness, from
21.25 to11.55 sones. This included about half of the val-
ues less that the 0.6 sone threshold obtained for the 1000-Hz
tone. Thus the total loudness difference metric had many
subthreshold values in sones, as well as high variability, in-
dicating that it is inappropriate as a measure of a constant
internal sensation.

C. 4-ERB and DSone metrics

The metrics for the excitation and loudness profiles were
evaluated for all four data sets. The results are presented in
Figs. 6–9 and in Tables II and III. Each figure displays the
value of the 4-ERB andDSone metrics in comparison to the
thresholds ofDF for one data set. The abscissa represents
the formant frequencies in units of ERB~called ERB-rate
scale orE scale, Moore and Glasberg, 1987!. The ordinate
labeled ‘‘threshold metric’’ represents the behavioral thresh-
olds of DF in Hz and the excitation levels for the 4-ERB
metrics in dB. The ordinate for theDSone metric is in sones/
ERB normalized to match the range of 4-ERB metric for
display purposes only in order to compare visually the vari-
ability in the two auditory metrics. Tables II and III list the
actual values forDF ~Hz!, and the 4-ERB~dB! andDSone
sones/ERB metrics. The average values across all four data

sets of the 4-ERB metric is 8 dB and theDSone metric is 0.8
sones/ERB. The magnitude of these values appear reason-
able as expected values for the thresholds of complex vowel
stimuli based on the analysis of the 1000-Hz tone which
yielded 3.3 dB~4-ERB! and 0.6 sones/ERB~DSone! mod-
eled at threshold.

1. Slope analysis

The slopes calculated from the linear regression analysis
are shown in Table IV for each data set. Since all functions
in Figs. 6–9 are not U shaped, the linear regression slopes
reflect linear trends with probabilities of significance of the
fit related to the slopes of the regressions. Slopes for both the
4-ERB metric and theDSone metric are closer to zero and
therefore much flatter across changes in formant frequency
than the experimental thresholds ofDF ~see Figs. 6–9!. The
average slope of theDF thresholds is 1.23 Hz/ERB, each
with a significant regression ofp,0.003. The averages for
the 4-ERB metric andDSone metric are 0.14 dB/ERB and
20.09 sones/ERB/ERB, respectively, each with a nonsig-
nificant regression fit because slopes approach zero. In order
to visualize how the slopes of the regression lines compare,
there needs to be a referent for the maximum value of they
axis for each metric. A referent can be established from the
average values of the metrics for formants less than 800 Hz
~13.6 ERB! which our previous analyses of the piecewise-
linear functions demonstrated to be flat~constant valued!.
The averages across theDF, 4-ERB, andDSone metrics are
14.6 Hz, 7.4 dB, and 0.9 sones/ERB. Thus a ratio of these

FIG. 6. Comparison of the experimentalDF thresholds with 4-ERB distance
andDSone metrics for female vowels with formant increments. The thresh-
olds asDF in Hz are shown with solid circles, 4-ERB in dB with open
squares, andDSone~normalized sones! with solid triangles.

FIG. 7. Comparison of the experimentalDF thresholds with 4-ERB dis-
tance andDSone metrics for female vowels with formant decrements. The
thresholds asDF in Hz are shown with solid circles, 4-ERB in dB with open
squares, andDSone~normalized sones! with solid triangles.

TABLE IV. Slopes of the regression lines forDF thresholds and the two
metrics, 4-ERB andDSone. The last column shows the average slope of the
regression line across four data sets forDF and the metrics.

Metric
Female,

increment
Female,

decrement 126 Hz 101 Hz Average

DF 1.81 1.25 0.99 0.86 1.23
4-ERB 0.26 0.10 0.20 0.001 0.14
DSone 20.10 20.19 20.029 20.03 20.09
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that can be used to select the maxima of they axis across
metrics is approximately 14 to 7 to 1~e.g., the maxima of 45
to 25 to 32 is 15 to 8 to 1!. The regression lines for the three
metrics for each of the four data sets are displayed in Fig. 10
using these ratios as scale factors for the ordinate.

Slopes for the regression lines displayed in Fig. 10 show
that the slopes approach zero for both the 4-ERB metric and
the DSone metric, but that there is not much difference be-
tween the two auditory metrics. The slopes for theDSone
metric are negative for the four vowel sets apparently reflect-
ing some differences between processing high frequencies
versus low frequencies. Slopes for the 4-ERB metric are
slightly larger in absolute values~0.14 to 0.09! compared to
the DSone metric, but the direction of this difference is not
consistent in pairwise comparisons. Overall, it is clear that
these two auditory metrics are both successful in removing
the effect that increased formant frequency elevates thresh-
olds, with theDSone metric being slightly more flat than the
4-ERB metric.

FIG. 8. Comparison of the experimentalDF thresholds with 4-ERB dis-
tance andDSone metrics for male vowels with the normalF0 ~126 Hz!. The
thresholds asDF in Hz are shown with solid circles, 4-ERB in dB with open
squares, andDSone~normalized sones! with solid triangles.

FIG. 9. Comparison of the experimentalDF thresholds with 4-ERB dis-
tance andDSone metrics for male vowels with the lowF0 ~101 Hz!. The
thresholds asDF in Hz are shown with solid circles, 4-ERB in dB with open
squares, andDSone~normalized sones! with solid triangles.

FIG. 10. The upper, middle, and lower panels show the regression lines for
DF thresholds, 4-ERB metric, andDSone metric, respectively, for each of
the four data sets for male vowels with a normalF0 ~dashed-dotted line!,
male vowels with a lowF0 ~solid line!, female vowels with formant incre-
ments~dotted line!, and female vowels with formant decrements~dashed
line!. The slopes of both 4-ERB andDSone metrics are close to zero without
much difference between them.
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2. F0 effects

Fundamental frequency (F0) was shown to be an inde-
pendent factor from formant frequency, a factor that also
elevates thresholds. This is shown in Fig. 1 as separation
between the piecewise-linear functions fit to a subset of the
male and female data sets from Kewley-Portet al. ~1996!.
This subset included only 12 of the 20 female formants from
the formant decrement set as a match to the 12 male for-
mants in each of the normal and lowF0 sets. The two-way
ANOVA for that subset ofDF thresholds demonstrated that
both factors were significant. For the 4-ERB metric, how-
ever, a two-way ANOVA demonstrated that theF0 effect on
thresholds was not significantly different@F(2,22)
51.26, p.0.30#. An analogous two-way ANOVA for the
DSone metric also showed thatF0 was no longer a signifi-
cant factor@F(2,22)53.3,p,0.055]. Thus for this subset of
data, the effect ofF0 on thresholds was removed by both
metrics, but somewhat more effectively by the 4-ERB met-
ric.

Another analysis was undertaken to examine whether
theF0 effect was reduced for all vowel formants in the data
sets based on observation of the regression lines in Fig. 10.
Here it can be seen that there is a spacing between the re-
gression lines at high frequencies as a function ofF0 for the
DF thresholds that is reduced for both the 4-ERB andDSone
metrics. The difference between the regression lines for the
female increment and decrement sets is due to unusually
high thresholds for the harmonically aligned formants for the
increment set. Therefore in this analysis, the female decre-
ment set was selected for the comparison ofF0 effects as it
was in Kewley-Portet al. ~1996!.

To determine whether there was a significant elevation
in threshold as a function ofF0, the effect of formant fre-
quency can be ignored by examining the residual of the re-
gression of a data set when the mean value is added back. A
one-way analysis of variance for these adjusted residuals
across theF0 values of 200, 126, and 101 Hz with 20, 12,
and 12 formants, respectively, was calculated forDF thresh-
olds and each of the auditory metrics.DF thresholds were
significantly different as a function ofF0 as expected
@F(2,41)57.04, p,0.005#. For the 4-ERB metric the effect
of F0 was no longer significant@F(2,41)51.21, p.0.3#.
For theDSone metric, the effect ofF0 was also not signifi-
cant, but just barely@F(2,41)53.14, p50.054#. Thus two
analyses of the effect ofF0 on formant frequency show that
the auditory metrics of 4-ERB andDSone remove the effect
of F0 across threeF0 variations, and therefore are represen-
tative of a more constant internal threshold. In this analysis
of F0 effects, the 4-ERB metric may be slightly better than
the DSone metric in producing a constant valued function.

3. Overall variability

Variability in theDF thresholds is quite high, especially
since the threshold jumps due to harmonic alignment were
included in the full data sets~Figs. 6–9!. However, the au-
ditory percept for all the formant shifts at threshold should
be about constant. Therefore anF ratio for variance was
calculated to see if the variability for either auditory metric is

significantly reduced compared to that forDF. To eliminate
the factors ofF0 and formant frequency from an analysis of
variability, the residual values of the linear regressions for
each data set were compared. TheF-ratio test selected was
that for independent samples. Since the thresholdsDF are
from behavioral data and the modeled 4-ERB andDSone
metrics are based on analyses of vowel stimuli, their inde-
pendence is justified. However, the argument for indepen-
dence of the 4-ERB andDSone metrics is less clear because
it is based on the fact that specific loudness is a nonlinear
transform of excitation level. An additional caution is noted
for this analysis since comparison of the variances across
different units may be more sensitive to magnitude differ-
ences than was the slope analysis. TheF ratios for the 4-
ERB andDSone variance of the residuals compared to that
for DF are shown in Table V.

For the female data sets with high variability inDF, the
4-ERB metric significantly reduced variability. However, for
the male data sets, variability was not significantly reduced.
The DF versusDSone comparison showed that variability
was greatly reduced for all data sets (p,0.00001). Thus it
appears that the 4-ERB metric reduces variability somewhat
since there was a significant reduction for the data sets~fe-
male! with the large number of threshold jumps. However,
the compressiveDSone metric was clearly more successful
in reducing variability.

D. Comparisons of 4-ERB and DSone metrics

In the analyses thus far, the criteria for demonstrating
that an auditory metric is nearly constant valued showed that
the DSone metric was more successful in reducing the vari-
ability observed in theDF thresholds. The slopes for the
DSone~Table IV!, although negative, were somewhat flatter
in absolute values than the 4-ERB metric across all four data
sets. The analysis ofF0 effects suggested that the 4-ERB
metric was slightly better than theDSone metric in produc-
ing a constant valued function. The variability of 4-ERB and
DSone metrics was directly compared to see if they differed
from one another using theF-ratio test of the residuals from
the regressions. As shown in Table V, theF ratio between
4-ERB andDSone variances showed that these metrics were
very different. For all data sets, theF values were highly
significant at a criteria ofp,0.00001. Thus the overall vari-
ability is significantly different between the 4-ERB and
DSone metrics.

Given the particularly large differences in the variances
for theDSone comparisons, the issue of justifying the analy-

TABLE V. Comparison between pairs ofDF thresholds, 4-ERB, and
DSone, of the variance of the residuals of the regressions. The variance of
each metric is measured using theF ratio. @F(10,10) andF(18,18) for male
and female vowels, respectively#.

Pairs of
metrics

Female,
increment

Female,
decrement 126 Hz 101 Hz

DF/4-ERB 6.33a 3.07a 1.72 1.35
DF/DSone 731.67b 255.42b 177.30b 151.10b

4-ERB/DSone 115.60b 83.20b 103.32b 115.56b

a(p,0.05).
b(p,0.00001).
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ses across metrics was reconsidered. The overriding justifi-
cation is that models of behavioral thresholds with long tra-
ditions of appropriate units for simple stimuli have been
applied here to thresholds for more complex~vowel! stimuli.
The magnitude of metrics for vowels were indeed in the
expected range. If the residuals of the regressions were to be
normalized externally on principled grounds, many possibili-
ties can be proposed. As one of several examples attempted,
the values for the metrics for the 1000-Hz tone were selected
~the 4-ERB metric of 3.35 dB andDSone of 0.6 sones/ERB!
as ‘‘equivalent’’ at threshold. The residuals for the 4-ERB
andDSone data sets were normalized with these values and
theF-ratio test of variances computed~analogous to the nor-
malization used in Figs. 6–9!. The 4-ERB variance was sig-
nificantly higher than theDSone for the female-increment
(p,0.007), female-decrement (p,0.04) and male-101 Hz
(p,0.05), while the male-126 Hz just missed significance
(p50.059). Thus it appears that the result that theDSone
metric reduces variability significantly compared to the 4-
ERB metric is robust. Moreover, the 4-ERB metric was cal-
culated over a restricted and somewhat arbitrary spectral
range in order to reduce variability introduced from the high-
frequency tail. TheDSone metric is calculated across the full
ERB range and is thus an inherently more appealing metric.

IV. DISCUSSION AND CONCLUSIONS

Four auditory metrics for comparing vowel sounds were
systematically evaluated based on the hypothesis that there
exists a constant percept in the auditory system for formant
frequency at threshold. A metric for total loudness difference
could not explain the variability in discrimination tasks be-
cause the loudness contrast around the test formant was can-
celed out. The Gammatone auditory filterbank simulates co-
chlear processing of complex sounds and performs a spectral
analysis by converting a complex time-domain signal into a
multichannel representation of the pattern of neural activity.
This representation of neural activity should closely re-
semble excitation pattern models. In fact, the high correla-
tion between Gammatone and excitation pattern metrics for
male vowels was obtained. Given that the current implemen-
tation of the Gammatone filters do not include the transfer
functions of the outer and middle ear or the earphones~as
represented in the audiogram!, further analyses of Gamma-
tone spectra were not pursued.

When metrics for excitation patterns based on Moore
and Glasberg~1987! formulations were examined, level dif-
ferences remote from the test formant were observed. To
reduce the detrimental effect of these remote differences, a
4-ERB metric was calculated from excitation patterns based
on the findings that listeners only attended to the spectrum in
a salient region near the altered formant~Sommers and
Kewley-Port, 1996!. Since the specific loudness calculated
from the excitation pattern showed the enhancement of peaks
and the suppression of energy in the low- and high-frequency
regions, the proposedDSone distance metric was able to in-
clude differences across the whole frequency region without
any exclusion. While restricting theDSone metric to a 4-
ERB region might make an even better approximation to a

single-valued function, in fact benefits of this restriction ap-
peared minimal.

The studies on the neural rate representation of changes
in F2 frequency of vowels~Conley and Keilson, 1995; May
et al., 1996; LePrellet al., 1996! strongly support our hy-
pothesis of a single-valued function as an auditory percept in
formant discrimination tasks. The neural rate difference pro-
file and itsd8 for F2 changes has almost the same pattern as
those shown in 4-ERB,DSone, and Gammatone difference
profiles in our analyses. The combination of response pat-
terns of auditory-nerve fibers with high, medium, and low
spontaneous rates~SRs! provides an adequate representation
of the difference between two steady-state vowels. May
et al. ~1996! suggested that thed8 statistic can describe the
neural representation of a change inF2 based on the mag-
nitude of rate difference and the variability of responses.
When thed8 value exceeds 1, the change of neural rate,
either decreased or increased, is detectable or discriminable
in terms of auditory-nerve fiber responses. Therefored8 can
be considered as a common criterion for discrimination of
formant frequency changes on the basis of auditory-nerve
representation. The 4-ERB andDSone metrics are derived
from vowel thresholds for ad851 in our experiments. Thus
our approach to discover a single-valued auditory metric cor-
responds to the argument presented for the physiological
data that discrimination is constant for ad8 criterion.

4-ERB excitation pattern metric and specific loudness
difference metric~DSone! calculated for each data set both
satisfy the criteria of reduced slope and reduced effects of
F0. Compared to the behavioral thresholds inDF for for-
mant discrimination for female and male vowels described
by a piecewise-linear function of formant frequency, the
measures of 4-ERB metric andDSone metric shown in Fig.
10 do approximate single-valued functions of frequency.
This single-valued function can be considered as an internal
representation of auditory perceptual thresholds for formant
discrimination thresholds.

The final criteria for selecting a metric was that of re-
duced variability.F-ratio tests across the metrics were cal-
culated from the residuals of the regression analyses after the
effects of slope andF0 were removed. Thus the primary
remaining known source of variability is that of harmonic
alignment which appears to cause abnormally high thresh-
olds. This high degree of variability~accidentally introduced
into the stimulus generation! is a particularly challenging test
for the models. TheF-ratio tests~Table V! were relatively
clear; theDSone metric was far better at reducing variability
than the 4-ERB metric. This result may be viewed with some
caution because of the comparison across metrics and some
concern about justifying the assumptions of independence.
However, as a first effort to model thresholds for vowel for-
mants, theDSone metric is the metric which accounts best
for variability observed in these data sets. This conclusion
supports the claim of Zwicker and Fastl~1990, p. 208! that
specific loudness versus critical-band rate ‘‘best illustrate’’
information processing abilities in the human hearing sys-
tem.

In conclusion, the evaluation of these metrics suggest
that models based on excitation patterns and distributed spe-
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cific loudness can be successfully applied to explain the vari-
ability observed in psychophysical tasks with complex
stimuli such as vowel formant discrimination. The present
analyses imply that there are some inherent nonlinear trans-
formations that can successfully model thresholds of formant
discrimination of vowels as a constant auditory percept.
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A previous formula used for inferring speed of sound in marine organisms is considered and
compared with the result from a wave scattering theory. Comparison indicates that there exists a
difference between the two results, and the difference increases with the relative sound-speed
contrast, and with the ratio between the dimension of animals and the acoustic wavelength.
However, it is shown analytically that in the Rayleigh scattering regime and when the mass density
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mathematical basis to the previous formula. ©1998 Acoustical Society of America.
@S0001-4966~98!04702-X#

PACS numbers: 43.20.Gp, 43.20.Hq, 43.80.Cs@JEG#

INTRODUCTION

An important physical parameter required for theoretical
modeling of acoustic scattering by marine organisms is the
speed of sound through their tissues. Several attempts have
been made to measure sound speed in zooplankton~e.g.,
Greenlaw, 1977; Greenlaw and Johnson, 1982; Foote, 1990!.
The underlying principle is based on measurement of the
time-of-flight of acoustic pulses through a uniform mixture
of water and marine organisms, where the volume of water
and animals is estimated.

To infer the sound speed in marine organisms, a time
average approach was used previously. In this method, an
empirical equation is used to relate the measured sound
speed (cf) in the mixture to the fraction of the volume filled
by animals~b! and the speed of sound in these animals as
~Foote, 1990!

1

cf
5

12b

c
1

b

ca
, ~1!

wherec andca are the speed of sound in the pure medium
and the animals, respectively. Sincec is assumed to be
known, ca can be deduced oncecf and b are measured.
Equation~1! can be rearranged into

c

cf
512b1

b

h
, ~2!

where h5ca /c denotes the sound speed ratio between the
animal and the medium.

In using Eq.~1!, it has been believed that the formula, in
which no scattering features appear, is usable for inferring
the speed of sound of marine organisms when:~1! multiple
scattering is negligible~Greenlaw, 1997!; ~2! the acoustic
wavelength is small compared to the projected dimension of
the scatterer along the sound path; and~3! the scatterers are
uniformly and randomly distributed along the acoustic path
~Foote, 1990!. However, no mention has been made of the
precise physical mechanism for Eq.~1!. The rigorous math-
ematical derivation of this equation is also lacking.

The purpose of this paper is two-fold. It is to inspect Eq.
~1! in the context of wave scattering theory, on the one hand,
and to provide a further physical and mathematical founda-
tion for this equation on the other hand. We will show that,
in contrast to the previous presumptions, Eq.~1!, or equiva-
lently, Eq. ~2!, may be accurate in the Rayleigh scattering
regime, i.e., where the acoustic wavelength is much larger
than the size of scatterers, and when the mass density ratio
between the scatterer and the medium can be approximated
by 1. Although it is focused on the marine animals, the dis-
cussion in this paper equally applies to other systems, such
as marine porous sediments. An important implication of the

a!Now at Department of Physics and Center for Complex Systems, National
Central University, Chung-li, Taiwan, ROC.
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work is that more accurate measurement of sound speed in
marine animals is needed for modeling sound scattering, so
as to improve stock estimate.

I. WAVE SCATTERING THEORY

When acoustic waves propagate through a medium con-
taining many randomly distributed scatterers, multiple scat-
tering of acoustic waves will occur, resulting in a change in
wave speed. This problem can be studied by wave scattering
theories ~Foldy, 1945; Lax, 1951; Waterman and Truell,
1961!. In the presence of many scatterers, the wave equation
for the pressure fieldp can be generically written as

~¹21k2!p5J@p,n, f s#, ~3!

where ¹2 is the usual Laplacian operator,k is the wave
number without scattering,J@p,n, f s# denotes the interaction
term resulting from scattering, andn and f s refer to the nu-
merical density and scattering function of the scatterers, re-
spectively. The numerical density relates to the volume frac-
tion filled by animals asb5nv, with v being the volume of
an individual scatterer. For simplicity, in this paper we ap-
proximate the scatterers as spheres of the same size. Upon an
appropriate ensemble average the effective equation for the
averaged field can be written as

~¹21k2!p50, ~4!

where the effective wave number, ignoring high order mul-
tiple scattering, is related to the bare wave numberk as~Lax,
1951!

k25k214pn fs~k,k!, ~5!

with f s(k,k) being the forward scattering function in the
direction of wave propagation, abbreviated asf s(0) in the
following.

For weak scattering, i.e.,u4pn fsu/k2!1, Eq.~5! can be
further approximated as

k'k1
2pn fs~0!

k
. ~6!

Writing k as (v/cf)1 ia with a being the acoustic attenua-
tion coefficient, the effective sound speedcf in the mixture
can be determined from

c

cf
511

2pn Re@ f s~0!#

k2 , ~7!

where Re@•# means taking the real part of a complex number.
Equation ~7! represents an alternative formula for sound
speed in the presence of scatterers in the weak scattering
regime, not to be confused with the Rayleigh scattering dis-
cussed later. Apparently Eq.~7! has a more rigorous physical
and mathematical interpretation. A detailed discussion of this
equation can be found in Waterman and Truell~1961!. Equa-
tion ~7! has been widely used in the bubble population esti-
mate. It is based on the assumption that the scattering by
targets is a perturbative correction to the wave propagation
through the pure medium. Generally speaking, such a pertur-
bation theory is valid when the numerical density and scat-
tering strength are not too large. It is thus conceivable that

this assumption is valid for relatively low volume fractions
~b!. When the volume fraction approaches 1, the scattering
by targets can no longer be regarded as a perturbative cor-
rection, and the result in Eq.~7! may not be accurate in
general. We will come back to this later. Next we compare
the results in Eqs.~1! and ~7!.

Equations~7! and~1! differ in two important ways. First,
according to a Kramers–Kronig relation~Temkin, 1990!,
c/cf→1 ask goes to infinity in Eq.~7!, whereas in Eq.~1!
the sound speed ratio is independent of frequency. Second,
Eq. ~7! depends on scattering properties of the scatterers,
while Eq. ~1! does not. Differences between the two ap-
proaches are illustrated by the following numerical ex-
amples.

II. NUMERICAL COMPARISON

For the sake of convenience and illustration, yet without
losing generality, we approximate marine animals as fluid
spheres which have the same physical and acoustic proper-
ties as the marine organisms. The further reasons why we do
not consider the actual shape of marine animals in the
present calculation are as follows. First, we recognize that
models for actual targets are not conclusive. Using a simpler
model will not only make the problem manageable but fa-
cilitate our discussion, so that the essential points can be
conveyed more clearly. Second, considering actual targets
would involve many complicated and uncertain issues, such
as animal orientation distribution and the ensemble average
over this distribution. This would make it unfocused when
the main purpose of this paper is to show the difference
between Eqs.~1! and~7!. Third, as Eq.~7! indicates, it is the
forward scattering function that enters into the formula. And,
recent studies have shown that unlike backscatter the forward
scattering function for a marine animal, not necessarily mod-
eled as a spherical object, varies rather smoothly with re-
gards to frequencies and incident angles~Ding, 1997!.

Consider the measurement of speed of sound inEuphau-
sia superbaas an example~Foote, 1990!. The radius is as-
sumed to vary within the range 2–20 mm to cover the actual
size variability. The acoustic frequency is 500 kHz. The vol-
ume fraction filled by krill,b, varies from 0.29 to 0.4. We
take b50.4 as the extreme case. The density ratio is about
1.049–1.068~Greenlaw and Johnson, 1982; Foote, 1990!,
we takeg51.049, and we considerh varying from 1 to 1.04.
At 500 kHz used in the sound-speed measurement, we cal-

FIG. 1. The sound-speed anomaly as~a! a function of sound-speed contrast
h for a55 mm, and as~b! a function of radii. In these plots, the solid and
dashed lines refer to the results from Eqs.~7! and ~1!, respectively. The
frequency is 500 kHz.
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culateu4pn fsu/k2,0.0208!1 for all values of radius andh.
Therefore the above theory for weak multiple scattering is
applicable.

For convenience, we consider the forward problem;
namely, given the targets, what will be the sound speed
anomaly in the presence of the targets predicted from Eqs.
~1! and ~7!? Figure 1~a! presents the sound-speed anomaly,
defined asDc[cf2c, as a function of the sound speed con-
trasth for the radius 10 mm. The dashed line is from Eq.~1!
and the solid line is from Eq.~7!. Here we see that the two
approaches converge ash decreases, i.e., weak scatter sce-
nario. At h51.0279, the discrepancy in the sound-speed
anomaly between the two approaches amounts to about 20%.
Conversely, if there is a 20% difference in estimating the
sound speed anomaly, it would imply about 1.2% discrep-
ancy in theh estimation according to Fig. 1~a!. This may in
turn result in large variations of the target strength of the
scatterer, depending on the scattering models. For example,
one model~Johnson, 1977! predicts 40% change in scattered
energy for even 1% change inh ~with h;1.034!. Such a
large variability would make the stock estimate of marine
animals very inaccurate. Note that it is shown clearly in Fig.
1~a! that the time average approach always underestimatesh,
consistent with what will be discussed later.

The measurement based on Eq.~1! indicates that speed
of sound inEuphausia superbarelative to seawater is about
1.0279 times that in seawater. For this value ofh, we plot
the sound speed anomaly as a function of the radius of scat-
terers in Fig. 1~b! from Eqs. ~1! and ~7!, respectively. We
note that varying the radius at a fixed frequency is equivalent
to varying the frequency at a fixed radius. It shows that the
results from the two approaches seem to approach each other
as the size of scatterers decreases, falling into the Rayleigh
scattering region. The discrepancy between the two theories
increases as the size increases, and goes up from 5% to 80%
as the radius increases from 2 mm to 20 mm. As will be
demonstrated later, the disagreement would become more
severe as the density difference increases.

III. LOW-FREQUENCY LIMIT

We consider the low-frequency limit of the result from
wave scattering theory. Aska→0, i.e., in the Rayleigh scat-
tering region, the scattering function can be derived as
~Anderson, 1950!

f s~u!5
~ka!3

k F12gh2

3gh2 2
12g

112g
cosuG , ~8!

whereu is the angle between the scattering and incident di-
rections. For forward scattering, we have

f s~0!5
~ka!3

k F12gh2

3gh2 2
12g

112gG . ~9!

Substituting this equation into Eq.~7! and using b
5(4p/3)a3n, we obtain

c

cf
512b1bF11gh2

2gh2 1
3~g21!

2~112g!G
512b1

b~11h2!

2h2 2
b~g21!

2gh2 1
3b~g21!

2~112g!

512b1
b~11h2!

2h2 1
b~g21!

2 F 3

112g
2

1

gh2G . ~10!

Whenh is close to 1, as usually true for marine animals, we
write h[11Dh with Dh being a small positive value and
referring to the relative sound speed increase in the animals.
Ignoring higher orders inDh, Eq. ~10! becomes

c

cf
512b1b~12Dh1O~Dh2!!

1
b~g21!

2 F 3

112g
2

1

gh2G
'12b1

b

11Dh
1

b~g21!

2 F 3

112g
2

1

gh2G
512b1

b

h
1

b~g21!

2 F 3

112g
2

1

gh2G . ~11!

Clearly Eq.~11! will be essentially identical to Eq.~2! in the
time average approach when the last term on the right-hand
side is negligible. This can be satisfied if eitherg is close to
1, or the last term in the bracket is close to zero, i.e., when
g;126Dh, which is smaller than 1. The later case is not
true for zooplankton because they are negatively buoyant.
Therefore, rigorously speaking the time average approach
may be applicable only for low frequencies, i.e., Rayleigh
scattering, and when the mass density ratio is close to 1. This
seems to contradict some of the previous assumptions, e.g.,
the aforementioned presumptions~1! and ~2!. As mentioned
earlier, asb approaches 1, Eq.~10! may not be accurate
because it is based on the assumption that the scattering by
targets is a perturbative correction to the wave propagation
through the pure medium. Whenb approaches 1, the scatter-
ing by the fraction of volume filled by water should rather be
regarded as a correction to the wave propagation through the
pure target medium. In this case, Eq.~10! is replaced by

ca

cf
5b81~12b8!H 11gh2

2
1

3~12g!

2~21g!J , ~12!

whereb8 is the fraction of volume filled by the water and
equals 12b. Under the condition thatg;1, h;1, however,
both Eq. ~10! and Eq.~12! are equivalent. Theoretical de-
scription of the transition from Eq.~10! to Eq. ~12! for arbi-
trary g and h is an unsolved problem, and is beyond the
scope of this paper. We also note that Eq.~11! can also be
derived for nonspherical fluid scatterers by the Bo¨rn approxi-
mation in the Rayleigh scattering limit. It can be further
shown that wheng is nearly one, Eq.~10! becomes also
equivalent to the classical result of Wood~1930!.

Consider the effect of the density contrastg on the es-
timate ofh in the Rayleigh scattering limit. From Eq.~10!,
we can derive to the first order inDh ~see the Appendix!
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Dh5
g

b S 12
c

cf
1

b~g21!2

2g~112g! D . ~13!

When g51, this equation reduces to the formula derived
from Eq. ~2!:

Dh05
1

b S 12
c

cf
D . ~14!

The discrepancy between the two estimates of the sound
speed increase is

D[
Dh2Dh0

Dh0

5g211
~g21!2

2~112g!Dh0

5~g21!S 11
1

2~112g!

~g21!

Dh0
D . ~15!

This equation shows that Eq.~1! always underestimate the
value of h as g.1, and that in the low-frequency limit the
discrepancy between the relative sound speed increases from
the two approaches is on the order ofg21, if g21 andDh0

are of the same order of magnitude. Again, wheng is close
to one, the discrepancy will be small. ConsiderEuphausia
superbaas an example. If we takeDh0 as 0.0279, andg as
1.049, D is calculated as 6.3%, which results in less than
0.1% change inh, and less than 4% change in the scattered
energy. Since in most marine animals the density increase
g21 and the sound speed increase are only a few percent,
from Eq. ~15! we conclude that the estimate ofh from Eq.
~1! or ~2! is accurate for the low frequencies.

IV. SUMMARY

In summary, in this paper we compared a previous for-
mula from the time average approach for inferring sound
speed in marine organisms with that from a wave scattering
theory. The comparison shows that while there exist general
differences, the two formulas are in good agreement in the
low frequency limit and when the mass density difference
between the animals and the medium is negligible, thereby

providing a further basis to the previous formula. The gen-
eral comparison of the two approaches is summarized in
Table I.
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APPENDIX

In this Appendix, we derive Eq.~13!. Equation~10! can
be rearranged into

1

h2 5
2g

b S c

cf
211

b~42g!

2~112g! D . ~A1!

Writing h511Dh, to the first order inDh the above equa-
tion gives

122Dh5
2g

b S c

cf
211

b~42g!

2~112g! D . ~A2!

From this,Dh can be solved as

Dh5
1

2 H 12
2g

b S c

cf
211

b~42g!

2~112g! D J , ~A3!

which can be rearranged into Eq.~13!.
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A simplified formula for viscous and chemical absorption
in sea water
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A simplified expression is presented for predicting the absorption of sound in sea water, retaining
the essential dependence on temperature, pressure, salinity, and acidity of the more complicated
formula on which it is based@R. E. Francois and G. R. Garrison, ‘‘Sound absorption based on ocean
measurements. Part II: Boric acid contribution and equation for total absorption,’’ J. Acoust. Soc.
Am. 72, 1879–1890~1982!#. The accuracy of the simplified formula is demonstrated by comparison
with the original one for a range of oceanographic conditions and frequencies between 100 Hz and
1 MHz. © 1998 Acoustical Society of America.@S0001-4966~98!05203-5#

PACS numbers: 43.30.Es@SAC-B#

INTRODUCTION

Ocean sound is attenuated by two main mechanisms:
viscous absorption, which is significant at high frequency
~above 100 kHz!; and chemical relaxation effects, primarily
due to boric acid at low frequency~up to a few kHz!, and
magnesium sulphate at intermediate frequencies~up to a few
100 kHz!. The magnitude of these effects varies in a com-
plicated way with frequency, pressure, temperature, salinity,
and acidity.1,2 Here we present a simplified version of the
Francois–Garrison equation which makes the dependence on
these variables more transparent, while retaining similar ac-
curacy.

A third chemical relaxation due to magnesium carbonate
is sometimes included in absorption equations.3 The
Francois–Garrison equation does not incorporate an explicit
MgCO3 relaxation, but because it is based on ocean measure-
ments, any effect is included implicitly in the other terms.

For notation and units we usea for attenuation in dB/
km, f for frequency in kHz,z for depth in km,T for tem-
perature in °C, andS for salinity in ppt. This notation is
identical to that of Francois and Garrison.2

I. SIMPLIFIED FORMULA

To simplify the full Francois–Garrison formula~referred
to hereafter as FG! we first expand temperature, salinity and
acidity about reference values ofT50 °C, S535 ppt, and
pH58, respectively. Retaining only highest order terms, this
immediately simplifies the boric acid and magnesium sul-
phate relaxation frequencies~in kHz!

f 150.78~S/35!1/2eT/26 ~ for boron!, ~1!

f 2542eT/17 ~ for magnesium!. ~2!

Applying a similar analysis to the coefficient terms, and in
particular fitting a simple exponential to the bicubic expres-
sion for the temperature dependence of the pure water con-
tribution ~A3 in FG!, we obtain our end result~in dB/km!

a50.106
f 1f 2

f 21 f 1
2 e~pH28!/0.56

10.52S 11
T

43D S S

35D f 2f 2

f 21 f 2
2 e2z/6

10.00049f 2e2~T/271z/17!. ~3!

We have found that this simplified formula retains reason-
able accuracy~to within 10% of FG between 100 Hz and 1
MHz! for the following oceanographic conditions:

26,T,35 °C ~S535 ppt, pH58, z50!

7.7,pH,8.3 ~T510 °C, S535 ppt, z50!

5,S,50 ppt ~T510 °C, pH58, z50!

0,z,7 km ~T510 °C, S535 ppt, pH58!.

II. RESULTS

Figure 1 shows predicted volume attenuation plotted
versus frequency using FG and Eqs.~1!–~3! above for four
oceans of differing characteristics~Table I!, based on Fig. 3
of Ref. 3 and Table VII of Ref. 4. On a logarithmic scale the
differences between the two equations are almost impercep-
tible so we have also plotted the percentage difference for the
same four oceans~Fig. 2!. Departures from FG are mostly
less than 5% and always less than 10% for these cases. These
differences are comparable with the stated accuracy~65%–
10%! of FG itself.2

III. CONCLUSIONS

We apply Occam’s razor to the absorption equation of
Francois and Garrison.2 The resulting equations@see Eqs.
~1!–~3! above# are much simpler than the original, but retain
similar accuracy. This simplicity makes it possible to reach
some simple conclusions by inspection. For example we ob-
serve that:
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d increasing acidity~decreasingpH! decreases low fre-
quency absorption~up to the boron relaxation atf 1!, with
no effect at higher frequencies~hence the low absorption
below 1 kHz in the Pacific Ocean!;

d increasing salinity decreases absorption at low frequency
(! f 1) and increases absorption at high frequency
(* f 1), hence the low absorption above 1 kHz in the Bal-
tic Sea;

d increasing temperature decreases absorption at all fre-
quencies except in the immediate vicinity of the relaxation
frequenciesf 1 and f 2 , where absorption isincreased
~hence the high absorption at the relaxation frequencies in
the Red Sea and the high absorption at all other frequen-
cies in the Arctic Ocean!;

d increasing depth~or pressure! decreases absorption at high
frequency (* f 1), with no effect at lower frequencies.

Of course, all of these conclusions follow also from the
original FG equation, but they are not obvious by straight-
forward inspection.
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FIG. 1. Volume absorption coefficients for the four oceans from Table I,
calculated using FG~upper curves! and Eq.~3! ~lower curves!.

TABLE I. Oceanographic parameters used for Figs. 1 and 2.

pH S(ppt) T(°C) z(km)

Pacific Ocean 7.7 34 4.0 1.0
Red Sea 8.2 40 22.0 0.2
Arctic Ocean 8.2 30 21.5 0.0
Baltic Sea 7.9 8 4.0 0.0

FIG. 2. Percentage difference between Eq.~3! and FG for the four oceans of
Table I, calculated as 100@aEq. ~3!2aFG#/aFG.
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Active vibration control of waves in simple structures
with multiple error sensors
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A numerical study is carried out to determine the improvement in vibration control of simple
structures gained by using two sets rather than one set of error sensors. The structures considered are
a beam, a plate, and a cylindrical shell. The control sources are driven to minimize the sum of the
mean squared flexural displacement signal from all sensors with the view to reducing downstream
vibration transmission. Results show that over a large frequency range there is an overall
improvement in downstream attenuation resulting from the introduction of the second set of error
sensors for each simple structure. ©1998 Acoustical Society of America.
@S0001-4966~98!04903-0#

PACS numbers: 43.40.Vn@PJR#

INTRODUCTION

In the feed-forward active control of structural vibration,
the design of the physical system including the error sensor
and control source configuration has attracted considerable
attention in recent years.1–6 In general, the optimal error sen-
sor configuration is relatively simpler and cheaper to achieve
than the control source configuration. In previous papers,1,2

the authors indicated that a lower reduction of power trans-
mission occurs using active control in a beam when an error
sensor is located at a standing wave node,1 and in a plate
when a line of error sensors are located at a standing wave
nodal line.2 To the authors’ knowledge, there has been lim-
ited work3 involving the use of two error sensors on a beam,
and the earlier work was not extended to the use of a second
set of error sensors in a plate or a cylindrical shell.

It is important to study the possibility of improving at-
tenuation of vibratory power transmission in simple struc-
tures ~beams, plates, and cylindrical shells! in the situation
where the first set of error sensors is located at a nodal line.
Here, the effect of a second set of error sensors is investi-
gated and the cost function used is the sum of the mean
square signal from all error sensors.

I. THEORY

A. Minimizing displacement at two error sensors in a
beam

The coordinate system for a beam with a primary point
force, a control point force and an error sensor is shown in
Fig. 1~a!.

The total flexural displacement~in the time domain! due
to a harmonic primary forceFp and control forceFc acting
together is4

w5Fpwp2 f1Fcwc2 f , ~1!

wherewp2 f is the displacement normal to the beam axis due
to a unit primary force andwc2 f is the displacement due to a
unit control force. If one error sensor is located atxe , the
optimal control force for minimizing flexural displacement
can be written as4

Fc52
PE

CE
Fp , ~2!

whereP andC are row vectors~of length 4! of primary and
control forces, respectively, and

E5F ekfxe

e2kfxe

ejk fxe

e2 jk fxe

G . ~3!

If a second error sensor is introduced at some location
xe8 downstream from the first error sensorxe and a single
control force driven in a way so as to optimally reduce vi-
bration at both locations, the optimal control force can be
obtained by minimizing the sum of the mean squares of dis-
placement at the two locations. This is achieved by setting
the partial derivatives of the sum with respect to each of the
real and imaginary components of the control force equal to
zero. The optimal control force can be shown to be given by

Fc52
1

2 S PE

CE
1

PE8

CE8DFp , ~4!

whereE8 is obtained by replacingxe with xe8 on the right-
hand side of Eq.~3!.

B. Minimizing displacement at two lines of error
sensors on a plate

If a plate@Fig. 1~b!# is driven by a line of in-phase radial
primary point forces and a line of three independent control
point forces directed normal to the plate surface, the total
plate response is2

w5Fpwp2 f1Fc1wc2 f 11Fc2wc2 f 21Fc3wc2 f 3 . ~5!

The optimal control forces for minimizing the displacement
at a line of error sensorsx5xe may be found by integrating
~across the plate! the mean square of the displacement de-
fined in Eq. ~5! and setting the partial derivatives of the
integration with respect to each of the real and imaginary
components of the control forces equal to zero. The result is
an optimal set of control forces2
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Fc52D21BFp , ~6!

where each element inD andB are matrixes, in which each
element is a function of displacement atxe . If a second line
of error sensorsx5xe8 is introduced downstream from the
first line of error sensorsx5xe , the optimal set of control
forces can be obtained by repeating the process described in
Sec. I A but for the two lines of error sensors. The result is

Fc52@D211~D8!21#~B1B8!Fp , ~7!

where D8 and B8 are obtained by replacingxe with xe8 in
each element ofD andB, respectively.

The total power transmitted past a line across the plate at
an axial locationx, can be written in matrix form as2

Pxa5
1

2 E
0

Ly
Re@FHAF#dy, ~8!

where F is a 134 matrix in which the elements are the
primary force and the three control forces obtained from Eq.
~6!, and A is a 434 matrix in which each element is a
function of the displacement due to unit force excitation, the
first derivative, the second derivative, and the third deriva-
tive of the displacement, respectively.

C. Minimizing displacement at two rings of error
sensors in a cylindrical shell

If the cylindrical shell@Fig. 1~c!# is driven by a ring of
in-phase radial primary forces and a ring of three indepen-
dent radial control point forces, the flexural displacement has
the same form as shown in Eq.~5!. The optimal set of con-
trol forces for the use of one ring/two rings of error sensors
has the same form as shown in Eq.~6!/Eq. ~7!, but with the

integral from 0 toLy with respect toy replaced by an inte-
gral from 0 to 2p with respect to angular locationf in each
integral term.

The total power transmitted past a ring at an axial loca-
tion x is5

Pxa5
r

2 E
0

2p

Re@FHAF#df. ~9!

II. NUMERICAL RESULTS

A. Effect of two error sensors in a beam

A free–free aluminum beam with a cross section of 50
325 mm and extending fromx525 m tox55 m was used.
The primary force was atx50 m, the control force was at
x51.08 m, the first error sensor was atx52.16 m, and the
second error sensor was atx52.26 m.

Figure 2 shows the calculated mean attenuation of dis-
placement downstream of the second error sensor in the
free–free beam as a function of the excitation frequency for
one and two error sensors. It can be seen that there is an
overall improvement in attenuation resulting from the intro-
duction of the second error sensor. In particular, the original
minima in attenuation using one error sensor are generally
made higher or even eliminated by the introduction of the
second error sensor.

The peaks and troughs in the curves in Fig. 2 are pre-
sented correctly, and finer frequency resolution would not
cause them to be significantly higher or lower. The peaks are
achieved at frequencies corresponding to a half flexural
wavelength separation between the primary and control
forces. Most of the troughs in the curve represented by the
dotted line~one error sensor only! occur when the first error
sensor is at a standing wave node where it cannot work ef-
fectively. The remaining troughs occur as the control force
locates at a node of the standing wave due to reflection from
the downstream end of the beam. It is expected that these
latter troughs could be significantly reduced by using more
than one control force.

B. Effect of two lines of error sensors in a plate

Numerical results are calculated for vibration transmis-
sion along a semi-infinite plate, free at one end, anechoically

FIG. 1. ~a! Beam model with a point force excitation, an applied point
controlled force and an error sensor;~b! semi-infinite plate model;~c! semi-
infinite cylindrical shell model with excitationF at location (x,f).

FIG. 2. Mean reduction of displacement as a function of excitation fre-
quency in a free–free beam.•••••••••••• one error sensor; ——— two error
sensors.
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terminated at the other end and simply supported along the
other two sides. The plate is with thicknessh50.003 m and
width Ly50.5 m. The primary forces are located atx
50.025 m, the control forces are located atx50.138 m, the
first line of error sensors is located atx50.8884 m, and the
second line of error sensors is located atx50.9884 m.

Figure 3 shows the power transmission reduction as a
function of the excitation frequency for both one line and
two lines of error sensors. The results for frequencies be-
tween 320 and 400 Hz are omitted because of numerical
difficulties; that is, the matrixD in Eq. ~6! is too ill-
conditioned to be inverted to obtain a valid solution. Similar
to the results shown in Fig. 2, there is an overall improve-
ment in attenuation resulting from the introduction of the
second line of error sensors. In particular, the original
minima in attenuation achieved using one line of error sen-
sors are made higher by the introduction of the second line of
error sensors. The trough at 646 Hz where the control force
amplitude is very large, as a result of the control force being
located at a node in the standing wave generated by waves
reflected from the free end of the plate. The trough at 739 Hz
corresponds to the cut-on frequency of the fifth mode. In Fig.
3, it can be seen that the achievable power transmission re-
duction obtained by driving the control forces independently
is more than 10 dB for all frequencies lower than the cut-on
frequency of the fifth mode. Thus for the plate, excitation,
and control force configuration considered here, good control
can be achieved over the frequency range for which only the
first five modes are propagating. The reduction in achievable
control at higher frequencies is because the complexity of the
vibration response increases as the mode order increases, so
that the three control forces at particular locations are not
enough to control high order modes.

C. Effect of two rings of error sensors in a cylindrical
shell

Numerical results are calculated for the active control of
vibration transmission along a semi-infinite shell, simply
supported at one end and anechoically terminated at the other
end. The shell has a radius of 0.25 m and a thickness of
0.003 m. The primary forces are at an axial location of 0.025
m, the control forces are at an axial location of 0.075 m, the

first ring of error sensors is at an axial location of 0.565 m,
and the second ring of error sensors is at an axial location of
0.965 m.

Figure 4 shows the reduction of power transmission as a
function of the excitation frequency for both one and two
rings of error sensors. Similar to the results shown in Figs. 2
and 3, there is an overall improvement in attenuation result-
ing from the introduction of the second ring of error sensors.
Over a wide frequency range the reduction of power trans-
mission obtained by using two rings of error sensors is about
1–2.5 dB more than that obtained by using only one ring of
error sensors. The peaks and troughs have disappeared in
Fig. 4 because there is no axial resonance frequency in the
semi-infinite cylindrical shell.5 The reduction of power trans-
mission increases as the excitation frequency increases for
both one ring of error sensors and two rings of error sensors
because in a shell the flexural wavelength decreases as the
excitation frequency increases.5 Therefore, in terms of the
flexural wavelength, the distance between the control forces
and error sensors increases as the excitation frequency in-
creases, so that the reduction of power transmission
increases5 due to a reduction in the near-field effect.

III. CONCLUSIONS

The additional benefit derived from using two sets of
error sensors in actively controlled simple structures has
been investigated analytically. The investigation of three ex-
amples was carried out by minimizing the sum of the mean
squared flexural displacement at each error sensor. Over a
large frequency range, it was found that there is an overall
improvement in attenuation resulting from the introduction
of a second set of error sensors. In particular, in a beam, the
original minima in attenuation using one error sensor was
generally made higher or even eliminated by the introduction
of the second error sensor, thus indicating good potential
improvement for feedforward control of broad band vibra-
tion provided a suitable reference signal can be obtained.
However, for the semi-infinite plate and semi-infinite cylin-
drical shell, the improvement in attenuation due to the sec-
ond line or second ring of error sensors was relatively small.

FIG. 3. Reduction of power transmission as a function of excitation fre-
quency in a semi-infinite plate.•••••••••••• one line of error sensors;
——— two lines of error sensors.

FIG. 4. Reduction of power transmission as a function of excitation fre-
quency in a semi-infinite cylindrical shell.•••••••••••• one ring of error
sensors; ——— two rings of error sensors.
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Noise levels have been measured at several sites spread throughout Delhi. Based on these
observations and taking into account the specific site characteristics, a linear regression model has
been fitted to predict the noise levels for Delhi. It is found that noise levels are primarily determined
by vehicular traffic. The residential areas have considerably lower noise levels than commercial
areas. The results indicate that the vegetation has a role in attenuation of noise levels. ©1998
Acoustical Society of America.@S0001-4966~98!04002-8#

PACS numbers: 43.50.Lj@GAD#

INTRODUCTION

Vehicular traffic is a major source of noise in urban
areas. Most of the predictive models developed to date per-
tain to traffic noise. As traffic noise is stochastic in nature its
prediction becomes a difficult problem. The early models
~Johnson and Saunders, 1968; Mulholland, 1979; Delany
et al., 1976; Burgess, 1977! developed for the prediction of
traffic noise were empirical in nature. A few attempts have
also been made to develop multiple linear regression models
of noise ~Attenborough et al., 1976; Prabhu and
Chakraborty, 1978; Ohtaet al., 1995!. In the United King-
dom, area-based prediction models based on considerations
of land use and road traffic have been validated and found to
be robust and reliable~Baverstocket al., 1991!.

In the context of Indian metropolitan cities, with the
exception of a predictive regression model for the city of
Calcutta~Prabhu and Chakraborty, 1978!, no model has been
developed to date. However, empirical models for prediction
of road traffic noise have been developed for the cities of
Visakhapatnam~Raoet al., 1989! and Calcutta~Chakrabarty
et al., 1997!. In the present study an attempt has been made
to develop a predictive model of noise for Delhi, the capital
city of India.

I. METHOD

Sampling was done at a number of sites situated in resi-
dential, commercial, and industrial zones and in areas with
high traffic density for a period of 8 h. The instrument used
for sampling was RION NL 10 precision integrated sound
level meter, having the facility for both analog and digital
displays. The measurements were made at a height of 1.2 m
above the ground level and at a distance of 5 m from the
outer edge of the roads. In all of the 34 areas selected for the
present study, 5 apparently noisy sites were selected and
numbered after preliminary survey of each area. One of these
sites was then selected at random using a random number
table. Eight-hourLeq values were obtained for all the sites.

The observedLeq values at various sites are given in Table I.
Based on these observations, a multiple linear regression
model has been developed. The model equation is

Y5a1(
i 51

5

b iXi , ~1!

whereY is the dependent variable representing noise levels,
a is a constant, and theb i ’s are regression coefficients. The
Xi ’s are explanatory variables characterizing each site. The
criterion for selecting these variables was based on all those
factors which directly or indirectly affect noise levels.

First the sites were classified into four categories,
namely traffic intersections, residential, commercial, and in-
dustrial. For this purpose, three dummy variablesX1 , X2 ,
andX3 , which take either the value zero or one, were used as
shown in Table II. Further, two more binary variables,X4

andX5 , were created to represent respectively the presence
of vegetation and traffic. The vegetation in our study implies
the existence of grass cover, dense interlocking hedges, and
trees between noise sources and the observation point. These
independent variablesXi take a value of 1 and 0 depending
on the presence or absence of a particular characteristic at the
site of observation.

For traffic density, the variableX5 was assigned value
‘‘1’’ if there was a continuous stream of vehicles for a large
part (>50%) of the measurement duration. In all such cases
the number of vehicles passing the observation point was
>1500 per hour.

II. RESULTS AND DISCUSSION

The data on noise levels~Leq values! and the site-
specific variables shown in Table I are used for estimating
the regression coefficients in Eq.~1!. The regression analysis
has been done using the statistical software package Stat-
graphics~version 3.0!. Model results are shown in Table III.
An examination oft values obtained for various regression
coefficients in Table III suggests that significance level of all
the coefficients is reasonably good. Whereast test is used for
testing the null hypothesis of an individual slope coefficient
~i.e., b i! is zero, the analysis of variance is used to test the

a!Present address: Department of Environmental Sciences, Guru Jumbesh-
war University, Hissar, Haryana, India.
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overall significance of the multiple regression by testing the
hypothesis that all slope coefficients are simultaneously zero.
This is done by computing theF ratio and comparing it with
the criticalF value associated with the degrees of freedom in
the model at a given level of significance. The results of
analysis of variance are shown in Table IV. The computedF
value is the ratio of the mean sum of squares due to model
and error. The mean sum of squares is calculated by dividing
the explained sum of squares~ESS! and residual sum of
squares~RSS! by associated degrees of freedom, respec-
tively. The computedF ratio549.5523 is very large com-
pared with critical value ofF52.56 for degrees of freedom
~5,28! at 5% level of significance. This indicates that the null
hypothesis is rejected. The values of coefficients of determi-

nation (R2) and R2 ~adj.!, adjusted for degrees of freedom,
and standard error of estimate which is the square root of
mean sum of squares due to error~residuals!, are 0.898463,
0.880331, and 3.33235 respectively.

Although the value ofR2 and theF ratio are fairly high,
the coefficients of as many as three variablesX2 , X3 , andX4

~in Table III! have high standard errors. This could be on
account of multicolinearity in the data since it is possible that
the explanatory variablesX1 to X5 may be intercorrelated. In
order to eliminate the possibility of multicoliniarity, a corre-
lation analysis of the explanatory variables was carried out.
As all these variables are ordinal in nature, polychoric cor-
relations were computed using LISREL software package

TABLE II. Values of variables for various area types.

Variable
name

Area type

Traffic
intersections Residential Industrial Commercial

X1 1 0 0 0
X2 0 1 0 0
X3 0 0 1 0

TABLE III. Model fitting results@R sq. (Adj.)50.880331; SE53.332353#.

Independent
variables Coefficient

Standard
error t value

Significance
level

Constant 59.329421 1.613421 36.7724 0.0000
X1 7.799888 1.680612 4.6411 0.0001
X2 23.087989 1.534317 22.0126 0.0539
X3 4.425186 2.251571 1.9654 0.0594
X4 22.459215 1.390152 21.7690 0.0878
X5 12.356612 1.55078 7.9680 0.0000

TABLE I. The Leq levels and site characteristics for different sampling locations in Delhi.

Sites

Traffic
intersection

X1

Residential
X2

Industrial
X3

Vegetation
X4

Traffic
density

X5

Leq

~dB!

1. PUN. BAGH 1 0 0 0 1 79.1
2. AZADPUR 1 0 0 0 1 79.3
3. ISBT 1 0 0 0 1 79.9
4. REDFORT 1 0 0 0 1 80.3
5. ITO 1 0 0 0 1 78.9
6. ASHARAM 1 0 0 0 1 79.9
7. AIIMS 1 0 0 0 1 78.3
8. MOTIBAGH 1 0 0 1 1 76.7
9. JANPATH 1 0 0 0 1 78.4
10. MINTO ROAD 1 0 0 0 1 81.6
11. R. K. PURAM 0 1 0 0 0 52.9
12. SAKET 0 1 0 1 0 52.6
13. UTTAM NAGAR 0 1 0 1 0 56.6
14. JANAK PURI 0 1 0 1 0 50.9
15. PITAMPURA 0 1 0 1 0 55.7
16. MINTO ROAD 0 1 0 0 0 53.8
17. NARAYANA IND. AREA 0 0 1 0 0 62.0
18. MAYAPURI IND. AREA 0 0 1 1 0 59.4
19. WAZIRPUT IND. AREA 0 0 1 1 0 63.1
20. OKHALA IND. AREA 0 0 1 0 0 65.6
21. BHIKAHI CAMA PLACE 0 0 0 0 0 65.3
22. SOUTH EX 0 0 0 0 1 69.6
23. NEHRU PLACE 0 0 0 0 1 69.4
24. YASHWANT PLACE 0 0 0 0 0 59.2
25. CANNAUGHT PLACE 0 0 0 1 1 66.3
26. CHANDNI CHOWK 0 1 0 0 1 64.1
27. SADAR BAZAR 0 1 0 0 1 66.4
28. KAROL BACH 0 1 0 0 1 68.5
29. RAJENDRA PLACE 0 0 0 0 0 58.6
30. NAUROJI NAGAR 0 0 0 1 1 71.9
31. DEFENCE COLONY 0 1 0 0 1 63.8
32. NEHRU NAGAR 0 1 0 0 1 76.2
33. SEVA NAGAR 0 1 0 0 1 77.7
34. MAHARANI BAGH 0 0 0 0 1 71.2
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~Jöreskog and So¨rbom, 1989!. The results presented in Table
V reveal significant intercorrelations between some of the
variables. After careful examination of these correlations,
variablesX2 , X4 , andX5 were selected as regressors.

The model results are shown in Table VI. The value of
the constant (562.648130) in Table VI represents the noise
levels for those commercial sites where traffic density and
vegetation cover are negligible (X45X550). It is also seen
that the coefficient of variableX5 is rather high, which indi-
cates that noise levels at various places in Delhi are mainly
determined by the traffic density. The dominance of traffic in
contributing towards environmental noise in Indian cities is
also borne out from the studies of Raoet al. ~1989! and
Chakrabartyet al. ~1997!. The coefficient of variableX2 sug-
gests that the noise levels in residential areas are expected to
be significantly lower than those in commercial areas.

The negative value of the coefficient ofX4 is in the
anticipated direction and confirms the fact that existence of
vegetation plays a role in attenuating noise, but thet value of
the coefficient is significant at;15% only. The maxima in
attenuation of noise by vegetation is known to occur at both
low ~200–500 Hz! and high frequencies (.2 kHz) with an
acoustic window having low or zero attenuation in the mid-
frequencies~1–2 kHz! ~Huddard, 1990!. The low-frequency
attenuation can be attributed to ground effect with soft, po-
rous ground being more absorbent than hard ground, whereas
the high-frequency attenuation is associated with absorption
and scattering by vegetation. The literature review presented
in Huddart’s report mentions several studies on the attenua-
tion of noise by vegetation. These studies give widely vary-
ing values for attenuation of noise with respect to the thick-
ness of the vegetation belt. For example, Whitcombe and
Stowers~1973! show a reduction of up to 6 dB by a hedge
0.9–2.4 m thick. In a separate study, Yamadaet al. ~1977!
mention attenuation up to 4 dB by a hedge 0.7 to 1.6 m thick.
In the light of these studies it seems reasonable to accept the
coefficient (22.65) for vegetation variableX4 obtained in
our model. The authors, however, would like to point out
that the depth of dense hedges in the present study was never

more than 1–1.5 m and the belt of grass cover was not more
than 5–6 meters.

It is possible that if the vegetation cover had been
graded in several categories depending on its type and its
extent, the results would have been sharper and a more defi-
nite conclusion could have been drawn about planting veg-
etation along roads and growing hedges on the central divid-
ers as possible measures for noise abatement. It is suggested
that better results could be obtained if actual traffic compo-
sition and density are incorporated in the model.
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TABLE V. Polychoric correlations matrix.

X1 X2 X3 X4 X5

X1 1.000
X2 20.981 1.000
X3 20.928 20.941 1.000
X4 20.464 0.194 0.376 1.000
X5 0.984 20.285 20.981 20.551 1.000

TABLE VI. Model fitting results withX2 , X4 , andX5 as explanatory vari-
ables@R sq. (Adj.)50.798764; SE54.321298#.

Independent
variables Coefficient

Standard
error t-value

Significance
level

Constant 62.648130 1.6083344 38.952179 0.0000
X2 27.1298798 1.5787125 24.5162624 0.0001
X4 22.6577350 1.7968595 21.4791001 0.1495
X5 13.935322 1.6470018 8.461.240 0.0000

TABLE IV. Analysis of variance for the full regression@R sq.
50.898463; standard error of est.53.33235;R sq. (Adj.)50.880331#.

Source
Sum of
squares DF

Mean sum
of squares F ratio P value

Model ~ESS! 2751.29 5 550.258 49.5523 0.0000
Error ~RSS! 310.928 28 11.1046
Total 3062.22 33
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Issue is taken with the finding that Domenico Scarlatti probably used a harpsichord tuning with no
wolf fifth. Arguments indicating that he used a tuning with a substantial wolf are presented.
© 1998 Acoustical Society of America.@S0001-4966~98!00803-0#

PACS numbers: 43.75.Bc@WJS#

In their paper, Sankey and Sethares1 find a strong like-
lihood that Domenico Scarlatti used a temperament similar
to d’Alembert’s ‘‘temperament ordinaire,’’ a tuning with no
wolf fifth. My own findings2 strongly suggest the use of
regular meantone~RMT!, and thus the presence of a wolf of
some magnitude between G] and E[. The evidence includes
the following:

d Contemporary use of RMT in Italy and Spain, especially
as attested to by Antonio Soler, once a student of Scarlatti.
A later Portuguese tuning3 unknown to me in 1992 also
seems to represent an attenuated RMT if it is recon-
structed using only the tuning instructions, and the error-
ridden numerical description is ignored.

d The large drop in incidence between the tonic keys B[
major and E[ major on the one hand and between A ma-
jor and E major on the other. E[ and E majors are the
simplest ~least inflected! keys containing false notes in
RMT.

d The rough grouping of A[ major with B[ minor and of B
major with C] minor in the two most important sources
~both contemporary with Scarlatti!, suggesting that retun-
ing of an enharmonic note was necessary before these
keys could be used as tonics. None of these keys were
allowed as tonics by Gasparini,4 who almost certainly had
RMT in mind. Although retuning for A[ or even B might
be justifiable in temperament ordinaire, the need is less
apparent for two minor keys. The absence of other similar
pairings in the sources, and Gasparini’s somewhat rigid
position, indicate that retuning wasnot a common prac-
tice.

I also have one or two quibbles with the fundamental
methodology. Although it is doubtless that a composer

would, in general, avoid dissonant intervals, it is almost
equally certain that poor intervals in the music do not rule
out a temperament, and it does not seem that Sankey and
Sethares, in their attempt to ‘‘minimize the dissonance over
all intervals actually used by Scarlatti’’~p. 2332! make suf-
ficient allowance for the apparent unconcern with which
poor intervals were used, or for the practice in some quarters
of softening their effect by the quick release of one of the
dissonant notes.5 They also fail to state whether the auditor is
used to hearing music played in RMT.

In addition, Sankey and Sethares deal almost exclusively
with intervals, the only concrete reference to chords~p.
2337! involving particular examples in the~organ!! sonata K
328, none of which are minor chords. The behavior of the
minor chord,6 however, is probably a critical factor in ex-
plaining both Gasparini’s allowing F minor as a tonic~Ref.
3!, and Scarlatti’s fondness for it in this capacity: in RMT, F
minor has poorly tuned thirds. Thus the failure of Sankey
and Sethares to consider chords has probably biased their
results somewhat.

1J. Sankey and W. A. Sethares, ‘‘A consonance-based approach to the
harpsichord tuning of Domenico Scarlatti,’’ J. Acoust. Soc. Am.101,
2332–2337~1997!.

2C. Sloane, Continuo16, 15–16~1992!.
3F. I. Solano,Novo Tratado de Mu´sica métrica, e rythmica~Lisbon, 1779!,
pp. 4–8. Reproduced in G. Doderer, Actas—Encontro Nacional de Musi-
cologia, Boletim da Associac¸ão Portuguesa de Educac¸ão Musical, fasc.
48, 40–43~1986!.

4F. Gasparini,L’Armonico Pratico al Cimbalo~Bortoli, Venice, 1708, facs.
ed. Broude Bros., New York, 1967!, pp. 83–86.

5P. Barbieri, Acustica, Accordatura e Temperamento nell’Illuminismo
Veneto~Torre d’Orfeo, Rome, 1987!, pp. 152–158.

6C. Sloane, J. Sound Vib.170, 261–262~1994!.
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This Letter briefly responds to Carl Sloane’s arguments regarding Scarlatti’s use of wolf fifths. It is
believed that the historical record is sufficiently unclear that firm conclusions are not possible.
© 1998 Acoustical Society of America.@S0001-4966~98!00903-5#

PACS numbers: 43.75.Bc@WJS#

We would like to thank Carl Sloane for his comments,
which stem from a detailed analysis of the scant historical
literature. We believe that it is important to consider all pos-
sible avenues of investigation when trying to uncover infor-
mation about an insufficiently documented past, and we hope
that someday it may be possible to integrate historical, the-
oretical, and psychoacoustic approaches.

Our paper applied a culture-independent psychoacoustic
measure of consonance and dissonance to a body of Scarlat-
ti’s work in the hopes of determining the kinds of tunings
most likely to have been used. As we noted, there exists no
direct evidence for the tuning practices of Domenico Scar-
latti, and we consider the relevance of second hand~and
often self-contradictory! sources such as the Spanish musi-
cians mentioned by Sloane to be suspect. Since Scarlatti was
an Italian, living in Spain only after the age of 43, who left
no writings regarding his tuning preferences, the historical
record is unclear.

Regular mean tone~RMT! tunings were extensively ana-
lyzed in our paper~cf. Fig. 2!. The consonance method does
not support Sloane’s conclusion that an RMT best matches
the tonal character of the sonatas of Domenico Scarlatti.
Most tunings of the period, d’Alembert included, have their
largest fifth between G] and E[, so it is to be expected that
Sloane would find that to be consistent with these sonatas.
We agree with Sloane, however, that Scarlatti’s sonatas are
compatible with a stronger tuning than most published in
Italy at the time.

The consonance method deals solely with chords~simul-
taneously sounding notes!, as did our discussion. It is se-
quential nonoverlapping notes~melodic intervals! which are
ignored by the method. Although the omission of such inter-
vals might introduce a bias in a study of vocal music, we see
no reason why it should affect an analysis of keyboard
works.
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Generation and growth of bilayer defects induced by ultrasound
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Transdermal drug delivery is handicapped by the low skin permeability caused by highly
ordered structure of lipid bilayers in the outer human skin layer. It has been reported that ultrasound
can increase the permeability of human skin. The enhancement was attributed to acoustic cavitation
but the underlying physical mechanism is not fully understood. As a model,
dipalmitoylphosphatidylcholine~DPPC! lipid bilayers are insonicated by ultrasound of two
submegahertz frequencies~168 kHz and 707 kHz!. The free-field spatial peak pressure amplitudes
of both are measured to be 63105 Pa. Bilayer defects, which have average diameters of tens to
hundreds of nanometers and can be detected by an atomic force microscope, are generated within
less than 0.5 min. The number of the defects grows with time. The defect growth rate at the 168-kHz
frequency is about 3.5 times that at the 707-kHz frequency. ©1998 Acoustical Society of America.
@S0001-4966~98!04503-2#

PACS numbers: 43.80.Sh, 43.80.Gx, 43.35.Wa@FD#

INTRODUCTION

Development of technologies for enhancing the trans-
port of small as well as large molecules across the skin
~transdermal drug delivery! is an important avenue of drug
delivery research. The low skin permeability is mainly
caused by the stratum corneum~SC!, the outermost skin
layer. The SC is usually about 15mm thick. It consists of
keratinocytes which are dead cells and filled with keratin
fibers surrounded by lipid bilayers.1 The bilayers have highly
ordered structure that makes the SC impermeable.

Over the last two decades, ultrasound has been applied
to enhance transdermal drug delivery. This method is called
sonophoresis. Experimental work was reported in 1986 by
Kost et al.2 They used 1.5-MHz ultrasound of pressure am-
plitude 13105 Pa and increased transdermal permeation of
mannitol and physostigmine across rat skinin vivo by up to
15-fold. The enhancement of systemic drug delivery by
sonophoresis was also reported by several other
investigators.3,4 The work reported before 1995 used prima-
rily frequencies in the megahertz range and were limited to
small molecules.

Recently, it has been shown that low-frequency~20-
kHz! ultrasonic tonebursts~duty cycle510% and pressure
amplitude52.63105 Pa! can increase the permeability of hu-
man skin to drugs, including high molecular weight proteins
such as insulin,g-interferon~given to enhance the immune
response of patients suffering from AIDS, cancer, or any
viral infection!, and erythropoietin~given to patients suffer-
ing from severe anemia to enhance the process by which the
red blood cells are formed! by several orders of magnitude.5,6

Acoustic cavitation was proposed as the possible cause of the
enhancement.

Acoustic cavitation is commonly defined as acoustically
induced bubble activity;7 it may involve complex phenom-
ena. At a moderate ultrasonic intensity, small gaseous bodies
that play the role of nuclei of cavitation in a liquid may
experience volume oscillations and the gas bodies may grow
larger through a process of rectified diffusion8 and bubble

coalescence.9 The oscillations of the gas bodies~or bubbles!
excited by ultrasound of moderate acoustic intensity usually
are nonlinear. The bubbles become the secondary ultrasound
source; the spectrum of ultrasound radiated from them con-
tains harmonics, subharmonics and other frequencies. Trans-
verse waves~ripples! may be set up at the gas–liquid inter-
faces and bubbles may be trapped at liquid–solid interfaces.
Near the bubbles and the interfaces, a dc flow which is called
acoustic streaming may be generated. The shear stress asso-
ciated with a high streaming velocity gradient within bound-
ary layers of the bubbles and the interfaces may be destruc-
tive. At a high-pressure amplitude, implosions~jets! may
occur and bubbles may collapse. These events may be vio-
lent and can generate localized high temperature~thousands
of degrees Kelvin! and pressure elevation~hundreds to thou-
sands of atmospheres! within the bubbles with accompany-
ing production of shock waves;8–13 these phenomena are as-
sociated with the so-called inertial cavitation.

One possible scenario of the enhancement is that ultra-
sound introduces defects that are devoid~holes! of lipid mol-
ecules in bilayer. When the number of defects grows and
their sizes become large enough to allow the passage of some
drug molecules through bilayers, the permeability of the skin
to the drug is significantly increased. However, to our knowl-
edge there has been no direct microscopic experimental evi-
dence that ultrasound of moderate pressure amplitude in the
order of submega Pascal can disorganize bilayers. Using sup-
ported dipalmitoylphosphatidylcholine~DPPC! lipid bilayers
and an atomic force microscope~AFM!, we were able to
show that defects of average sizes between tens to hundreds
of nanometers were created and grew with time when the
bilayers were insonified by 168-kHz ultrasound, the spatial
peak pressure amplitude of which was measured to be 6
3105 Pa in a free-field condition.

I. EXPERIMENTAL METHOD

An atomic force microscope~A NanoScope E AFM,
Digital Instruments, Santa Barbara, CA!, equipped with
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oxide-sharpened Si3N4 tips with a nominal spring constant of
0.06 N/m was used in this work. All images were obtained
under a probe force of about 0.5 nN in the contact mode, at
a pixel number of 5123512, and with a scanning line speed
of about 5 Hz. The piezo scanner used had a scanning range
of 10 mm.

Each prepared bilayer was first examined by AFM and
then irradiated with ultrasound and examined by AFM again
to detect the creation of bilayer defects after insonification.
The total period of the above series was less than 2 days for
each bilayer used. It had been shown previously that during a
2 day period natural occurrence of bilayer defects due to the
lipid loss is negligible.14 In other words, the bilayers are
quite stable in a period longer than two days. Thus the cre-
ation of bilayer defects in our experiments should be the
result of insonification.

The lipids were obtained from Avanti Polar Lipids~Al-
baster, AL! and used without further purification. The bilayer
was prepared as described elsewhere.14 Briefly, a droplet of
lipids dissolved in chloroform was placed in a glass culture
tube and dried under nitrogen for about 2 h. The bottom of
the tube was then coated by a film of dried lipids. About
1-ml 20-mM NaCl was placed in the culture tube and the
tube was sealed after flushing the air with nitrogen gas. The
concentration of lipids in the lipid suspension was about 0.5
mg/ml. The sealed tube was sonicated in an ultrasonic clean-
ing bath until the lipid suspension became clear. The above
procedure broke large vesicles into smaller ones with the
radius of curvature below the wavelength of visible light. A
droplet ~0.05–0.2 ml! of the sonicated lipid suspension was
applied to freshly cleaved thin mica and the sample was in-
cubated at 4 °C overnight. Afterwards, the sample was
heated to 55 °C for 30 min. A supported bilayer on mica was
formed and residual vesicles were removed by solution ex-
change. During the above operation, the piece of mica was
always immersed in solution without being directly exposed
to air. The dimension of the bilayer samples is about
3 mm35 mm. The sizes of mica are slightly larger than
those of the bilayer sample. The thickness of the mica is less
than 0.2 mm. The prepared specimen then was mounted fac-
ing vertically upward in a glass container filled with distilled
water. Absorbers were present to minimize the standing-
wave formation. Temperature of the water in the container
was 25 °C. A 55-mm-diameter unfocused PZT ultrasonic

transducer whose fundamental resonance frequency is 168
kHz was placed facing downward above the specimen. The
distance between the specimen and the front face of the
transducer was about 1 cm. The thickness of the bilayer pre-
pared was about 6 nm measured by AFM. The specimen was
insonified continuously for the desired time. The spatial peak
pressure amplitudes~SPPA! of the sound fieldin situ was
determined using a calibrated pvdf needle hydrophone,
which has a 0.6-mm-diam sensing element~NTR Systems,
Inc., Seattle, WA!.

II. EXPERIMENTAL RESULTS

Figure 1 contains five typical AFM images; one is for an
original bilayer before insonification@Fig. 1~a!# and the rest
are bilayers after insonification@Fig. 1~b!–~e!# by 168-kHz
ultrasound for different time periods. The creation and the
growth of bilayer defects of tens to hundreds of nanometers
can be observed from these images. In short time scales
~,2 min!, the decrease in bilayer coverage is accompanied
with relatively uniform increase of the number of defects.

The spatial uniformity of defects is further dem-
onstrated by our optical studies of DPPC bilayers con-
taining 10-mol % fluorescence tag: 1-Palmitoyl-2--@6-@~7-
nitro-2-1,3-benzoxadiazol-4-yl!aminol#caproyl#-sn-Glycero-
3-phosphocholine~PC-NBD!. After insonification at 168
kHz for 8 min, only a uniform gray background was ob-
served using the fluorescence microscopy. This fact indicates
that most defects in bilayers are smaller than that can be
resolved with optical microscopy; it is consistent with the
isotropic distribution of the defects detected by AFM after
the short time ultrasound exposure described earlier. How-
ever, longer insonification resulted in anisotropic growth of
bilayer defects. Figure 2 shows an optical microscopic image
of a bilayer of DPPC with 10-mol % PC-NBD after the same
ultrasonic exposure for 13 min, in which the black regions
are bilayer defects and the gray areas are bilayers containing
small defects. The insert in the figure shows an AFM image
of a bilayer of DPPC with 10-mol % PC-NBD after 1-min
insonification at 168 kHz.

A similar experiment was repeated using 707-kHz ultra-
sound of the same spatial peak pressure amplitude. Some
typical results are shown in Fig. 3. Figure 3~a! is an original
bilayer and 3~b!–~d! are for bilayers after insonifying for 2,

FIG. 1. Here we show five typical DPPC bilayers imaged by AFM in water, with~a! the original bilayer~the two arrow points to two very small bilayer
defects, about 40 nm in diameter!; and~b!–~e! under different insonification~168 kHz, SPPA563105 Pa! time periods—~b! 0.5 min; ~c! 1 min; ~d! 1.5 min;
and ~e! 2 min. Image size for each is 2mm32 mm. Dark regions in these images are bilayer defects~holes!, noting that in~e! defects are large.
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4, and 8 mins. The decrease of bilayer coverage is similar to
the case with 168-kHz insonification, but the time required is
much longer.

Figure 4 summarizes the two cases corresponding to the
two different frequencies. The results are obtained with sev-
eral specimens at each frequency. The large standard devia-
tions in both cases may have resulted from the intrinsic ran-
dom nature of the creation of bilayer defects. Despite this
randomness, it clearly shows that the defect growth rate is
much slower for 707 kHz than for the 168-kHz case.

III. DISCUSSION

According to the numerical calculation made by Flynn
and Church,15 we note that for the frequencies and pressure
amplitude used by us, initial bubbles which may grow and
generate inertial cavitation have sizes in the range between
submicron to tens of microns. They are much larger than
typical dimensions of bilayer defects. This result suggests
that the bubbles which would cause the most damage should
exist in the water and near the bilayer. These bubbles may
pulsate violently and generate acoustic streaming, shock
waves, and jets. The stress associated with them may be
great enough to break the hydrophobic binding among lipid
molecules in the bilayers and drive lipid molecules out of the
bilayer plane and leave defects.16,17 The short time scale de-
fects shown in Figs. 1 and 3 may result from this mechanism.
Since the wave length corresponding to 168 kHz is about 9
mm, which is much larger than the dimension of the sample,
it is reasonable that the overall induced bilayer defects were
uniformly distributed.

It usually takes time for small bubbles to develop to
larger bubbles either through rectified diffusion or bubble
coalescence. It is quite likely that these larger bubbles once
formed may be driven by the ultrasound and move to very
close to the surface of the bilayer. If the air bubbles are in
direct contact with the bilayer, the hydrophobic binding of
lipid molecules is disrupted and large defects are
generated.18 The force causing bubble coalescence is short-
range force. Therefore, the bubble-fusion process occurs
only when two bubbles get very close to each other. The
anisotropy of large defects shown in Fig. 3 may reflect the
undeterministic-nature of the bubble motion. The large bi-

FIG. 2. A video image of a supported DPPC bilayer that contained 10
mol % of the fluorescence tag PC-NBD. The supported bilayer gave a uni-
form background as seen with a CCD camera~CCD-500E from CCTV
Corp, South Hakensack, NJ! upon excitation with blue light. After exposure
to 168-kHz insonification for 13 min, large black areas appeared, indicating
regions devoid of any bilayers. The insert shows an AFM image
(3 mm33 mm) of a bilayer of DPPC containing 10-mol % PC-NBD after
1-min insonification, in which many bilayer defects are seen. Note that the
sizes of these defects are beyond the resolution with the optical microscopy.
Thus the region within bilayers, as indicated by the arrow, must contain
small bilayer defects.

FIG. 3. Four typical images of DPPC bilayers in water, with~a! the original
bilayer and ~b!–~d! under different insonification ~707 kHz,
SPPA563105 Pa! time periods of 2, 4, and 8 min, respectively. Similarly,
dark regions are bilayer defects. Image size for each: 2mm32 mm.

FIG. 4. A summary plot of bilayer coverage after different exposures to
insonification at two frequencies of the same spatial peak pressure ampli-
tude. Each datum point was averaged over several specimens with 5–6
AFM images taken for each specimen after exposure to ultrasound for a
selected time. Error bars correspond to the standard deviation.

1684 1684J. Acoust. Soc. Am., Vol. 103, No. 3, March 1998 Malghani et al.: Letters to the Editor



layer defects after the long time ultrasound exposure shown
in Fig. 2 which have dimensions of the order of micrometer
to tens of micrometer may be caused by this process.

It is known19 that the probability to generate acoustic
cavitation in a fluid by low frequency is greater than by high
frequency if the acoustic pressure amplitude used is the
same. If acoustic cavitation is the main cause of the genera-
tion and growth of the bilayer defects, the effects should be
less dramatic at a higher frequency. Our results seems to
support this hypothesis. It should be noted that the term of
the cavitation used here is in a broad sense; i.e., the above-
mentioned acoustic streaming, jet formation, and shock wave
effects related to bubbles’ activity may all have contribu-
tions.

In summary, our experimental results have provided the
microscopic evidence that ultrasound of submegahertz fre-
quency and moderate pressure amplitude can generate de-
fects in a lipid bilayer. They also suggest that the damages
for a unilamellar bilayer which have pore sizes of hundreds
of nanometers uniformly distributed in the bilayer plane after
a short period of insonification, is likely caused by the stress
generated by shock waves and jets associated with vibrating
bubbles. It is clear our experimental situation is quite differ-
ent from that used in an application of ultrasound enhanced
drug delivery. Nevertheless, it is likely that the similar physi-
cal mechanism also play an important role in transdermal
ultrasonic drug delivery applications. In realin vivo applica-
tions, the bioeffects related to the structure change in bilayers
induced by moderate ultrasound may be reversible. Further-
more, submegahertz frequency ultrasound has its advantage
compared to 20-kHz ultrasound used in the previous
publications5,6 as small piezoelectric ceramic transducers can
be used as effective ultrasound sources. A portable ultra-
sound delivery device may make transdermal ultrasound
drug delivery quite promising.
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